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Abstract
Objective.Prompt-gamma imaging encompasses several approaches to the onlinemonitoring of the
beam range or deposited dose distribution in proton therapy.We test one of the imaging techniques -
a codedmask approach - both experimentally and via simulations.Approach.Two imaging setups
have been investigated experimentally. Each of them comprised a structured tungsten collimator in
the formof amodified uniformly redundant arraymask and a LYSO:Ce scintillation detector offine
granularity. The setups differed in detector dimensions and operationmode (1Dor 2D imaging). A
series ofmeasurements with radioactive sources have been conducted, testing the performance of the
setups for near-field gamma imaging. Additionally,Monte Carlo simulations of a larger setup of the
same typewere conducted, investigating its performance with a realistic gamma source distribution
occurring during proton therapy.Main results.The images of point-like sources reconstructed from
two small-scale prototypes’ data using themaximum-likelihood expectationmaximisation algorithm
constitute the experimental proof of principle for the near-field coded-mask imagingmodality, both
in the 1D and the 2Dmode. Their precision allowed us to calibrate out certain systematic offsets
appearing due to the limited alignment accuracy of setup elements. The simulation of the full-scale
setup yielded amean distal falloff retrieval precision of 0.72mm in the studies for beam energy range
89.5–107.9MeV andwith 1× 108 protons (a typical number for distal spots). The implemented
algorithmof image reconstruction is relatively fast—a typical procedure needs several seconds.
Significance.Coded-mask imaging appears a valid option for proton therapymonitoring. The results
of simulations let us conclude that the proposed full-scale setup is competitive with the knife-edge-
shaped and themulti-parallel slit cameras investigated by other groups.

1. Introduction

There is a consensus in the proton therapy community that the implementation ofmethods that enable real-
timemonitoring of proton therapywould allow to better exploit the potential of this treatmentmodality and
thus offer better and safer therapy to patients (NuPECC2014).What requires verification is the spatial
distribution of the dose delivered during therapy and its compliance with the one resulting from the treatment
plan, preferably in a continuousmanner during irradiation, on a single-spot (or atmost a few-spot) basis. It is
also of interest for the development of an online adaptive proton therapy, which is already used for photon
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irradiations (Albertini et al 2020).Many of the proposed approaches rely on the detection of prompt-gamma
(PG) radiation, where the spectral and spatial characteristics are correlated with the beam range (Min et al 2006,
Verburg and Seco 2014, Pinto et al 2015, Kelleter et al 2017). An overview of PG-basedmonitoringmethods for
proton therapy can be found in (Wrońska andDauvergne 2021).

Several groups have been developing imaging setups featuring gamma cameraswith passive collimation. The
mostmature projects involve the use of a camera combinedwith a collimatorwith a knife-edge-shape slit. Such a
setup has been tested in clinical conditions of pencil-beam scanning and passively-scattered beam and proven to
provide control of inter-fractional range changes with a precision of about 2 mm (Richter et al 2016, Xie et al
2017). However, in view of the fact that the number of registered PGquanta is one of themain limiting factors in
PG imaging (PGI), multi-slit systems have been investigated too.Not only do they registermore gammaquanta
than single-slit cameras, but they offer also a largerfield of view (FOV). The performance ofmulti-slit setupswas
studied extensively via GEANT4 simulations for different geometrical configurations in Pinto et al (2014), and
experimentally in Park et al (2019). However, no superiority with respect to the knife-edge-shaped camera could
be shown. An extension of the latter was proposed in Ready et al (2016), Ready (2016), where a collimatorwith
many knife-edge-shaped slits was studied. Although the obtained results were quite impressive (2σ= 1 mm
range retrieval precision), the studies were conducted at a beam energy of 50MeV, i.e. below the lower limit of
the clinically applied energy range. Unfortunately, the studies of that groupwere discontinued. The concept,
however, was picked up and extended to a dual-head setup, enabling 3D-imaging (Lu et al 2022). Simulation
results indicate the feasibility of using the setup for online rangemonitoring in proton therapy, with a position
resolution better than 2 mmacross thewhole FOV. The group is currently developing a prototype setup to verify
their simulation results. Yet a different approach has been presented in Sun et al (2020a), where a setup
consisting of a pixelated detector and a coded-mask collimatorwith amodified uniformly redundant array
(MURA) pattern (Gottesman and Fenimore 1989) has been studied via simulations. This kind of gamma
collimation is widely used in astronomy and proven toworkwell also in reconstructing the positions of gamma
sources (see, e.g. Anderson et al 2006, Braga 2019), though one needs to stress that those applications deal with
far-field imaging andmainly point-like sources, which is in general a less demanding imaging scenario. AMURA
collimator is undoubtedly easier tomanufacture than onewithmultiple knife-edge shaped slits. The setup like
the one proposed in Sun et al (2020a) offers 2D-imagingwith amuch larger detection efficiency than the
solutions discussed above, since half of the collimator pixels are open. The authors report an accuracy of range
determination better than 0.8 mm, but this number holds for 1010 impinging protons, which exceeds by 2 orders
ofmagnitude the number typically applied in a single spot.

Coded-mask (CM) imaging is an extension of thewell-knownpinhole camera concept, widely used in
various areas: fromphotography to space imaging (Young 1989). In a pinhole camera, the detector is fully
coveredwith impenetrablematerial, except for a small hole that decodes a sourcewhile projecting it onto the
detector. Although itmay provide a good image resolutionwhen there are no constraints on irradiation time, it
is not applicable in PGI in clinical conditions, when the fixed number of impinged protons per irradiated spot
specified by the prescribed dose to the patient limits the number of emitted gammas. An almost completely
opaque collimator further reduces the number of registered gamma quanta, leading to a situation inwhich the
reconstructed image is strongly affected by statistical fluctuations.

In theCMapproach, a detector is covered notwith a single-hole shield butwith amask consisting of a
number of such holes forming a specific pattern. Usually, the number of open pixels is similar to the number of
filled ones, so approximately 50%of themask is opaque. In comparison to the single-slit camera, such a setup
registersmore photonswhich allows to increase the detector efficiency. The optimisation ofmask patterns is an
interesting problem that has beenwidely explored in the last few decades (Fenimore andCannon 1978,
Gottesman and Fenimore 1989). In this work, we are using aMURApattern (Gottesman and Fenimore 1989) as
it is beneficial in performancemetrics such as signal-to-noise ratio and image resolution. A specificMURAmask
is characterised by a prime number (called the rank or order of themask)which defines the number of pixels per
dimension and the construction of the pattern of opaque and empty pixels.

In this work, we present the results of our experimental studies with two small-scale prototypes of detection
setups exploiting the coded-mask technique, conducted using point-like radioactive sources. The two setups
featured different detectors andmask patterns, allowing 1D- and 2D-imaging. The images are reconstructed
using themaximum-likelihood expectationmaximisation (MLEM) algorithm (Rockmore andmacovski 1976).
We report the obtained point-spread function for different source positions within FOV and the detection
efficiency of the system.Using the experimental results to benchmark the simulation application, we
furthermore simulate the performance of a full-scale prototype, currently under development as a scatterer
modulewithin the Silicon Photomultiplier and Scintillating Fibre-basedComptonCamera (SiFi-CC) project
(Kasper et al 2020), including its capability to reconstruct a continuous linear gamma source present during
proton therapy.
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2.Materials andmethods

2.1.Detector components
2.1.1. Scintillators
Themeasurements are conductedwith two different scintillation detectors. In both cases, the Ce:LYSO
scintillator was used as a sensitivematerial because of its large effective atomic number and large density,
resulting in high efficiency of gammadetection. Good availability andmoderate price were the additional
arguments supporting this choice (Rusiecka et al 2021).We use the small-scale prototype (SSP) of a SiFi-CC
module consisting of 64Ce:LYSO fibers (see figure 1(a)). Thefibers have a squared cross section of
1 mm× 1 mmand are 100 mm long. For thismeasurement, they are arranged in two layers of 32fibers each.
Every fiber is wrapped individually in aluminum foil and they are held together in an aluminum frame. The pitch
between both twofibers and the two layers is 1.36 mm.

The second scintillator used is a three-layeredCe:LYSO array developed for positron emission tomography
(PET) imaging simultaneously tomagnetic resonance imaging (MRI). The array has a base area of
45 mm× 48 mm, a total height of 15 mmand three layers (see figure 1(b)). Each layer consists of individual
needles with a pitch of 1.33 mmresulting in 3425 needles in total. The needles within a layer are optically
separated by BaSO4. Each layer is shifted by half a needle pitchwith respect to the layer below to enable the
identification of the layer and thus the depth-of-interaction in the array by the footprint of the detected light.
The height of the individual layers is optimised for uniform absorption of 511 keV-photons.

2.1.2. Readout platform
As a readout systemwe use theHyperion III platform (HyperionHybrid Imaging SystemsGmbH,Weissler et al
2015, 2022). It is developed byHyperionHybrid Imaging Systems asMRI-compatible detector platform for PET
systems and includes hardware,firmware and software for data acquisition, processing and analysis.We use
sensor tiles equippedwith digital silicon photomultipliers by PhilipsDigital PhotonCounting (PDPC). The
dimensions of one sensor tile are (48× 48)mm2 and thewhole tile holds 6× 6DPC-3200-22 (Frach et al
2009, 2010). Each digital photon counter (DPC) has four readout channels for the detected number of photons
and delivers one common timestamp. Each of the four readout channels contains 3200 single-photon avalanche
diodes (SPADs). TheDPCs are self-triggering if one of the four readout channels passes a given trigger and
validation threshold based on sub-regions on the sensor. During thesemeasurements, aDPC is triggered if on
average 3.0± 1.4 photons are registered in one channel and the average validation threshold for an event to be
recorded to disk is 53± 1.5 photons (Tabacchini et al 2014).We use a validation time to accept a trigger of 40 ns
and an integration time of 325 ns to collect photons on the sensor tile. The overvoltage of the silicon
photomultipliers (SiPMs) is set to 3 V. As this is a digital tile it is possible to disable the SPADswhich produce a
high number of dark counts. This inhibit fraction is set to 10 %. The surface of each sensor tile is coveredwith a
glass plate of 1.1 mm.The sensor tiles are connected to a singles processing unit whichmanages their voltage
supply and feeds their data to the data acquisition and processing server. During themeasurement, the tiles are
cooled by a 15 ◦C liquid cooling system.

Figure 1. (a) Small-scale prototype of the SiFi-CC. (b)Three-layered PET crystal array coupled to a sensor tile. Adapted from an image
by BjoernWeissler licensed underCCBY. (HyperionHybrid Imaging SystemsGmbH).
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2.1.3.Masks
Weperformmeasurements in one and two dimensions, i.e. we reconstruct an image along one axis or on a
plane. For these two tasks, we use a one- and a two-dimensional versions of aMURAmask of rank 476, clipped
to 31× 31 central pixels (see figure 2). Themask rank aswell as the setup geometry have been optimised via
Monte Carlo simulations before the experiment, which is explained further in section 2.3.1. To construct the
physicalmaskswe use tungsten rods of (2.26× 2.26× 20)mm3which are inserted into 3Dprinted rastersmade
fromProGrey Resin. The rodmanufacturing reaches a precision of 0.1 mm. The resultingmasks have a
dimension of (73.6× 73.6)mm2. The rasters have a total thickness of 13 mmand the holes to insert the rods are
10 mmdeep. To prevent the rods from falling out, the assembledmasks arewrapped in cling film.

2.2. Radioactive sources
For image reconstruction, the experimental data were obtainedwith a radioactive 22Na sourcewith an activity of
2.89 MBq . The activematerial in that source covers an area of 1 mm× 1 mm.As aβ+-emitter, 22Na provides
two photons of 511 keV emitted back-to-back, which can be used for electronic collimation. For calibration of
the detectors we additionally used the 1275 keV gamma line of 22Na and twomore radioactive sources: a 137Cs
sourcewith a gamma line at 662 keVwith an activity of 1.73 MBq and a 133Ba sourcewith a prominent line at
356 keVwith an activity of 1.52 MBq.During themeasurement the sources were placed in front of the detector
on a grid allowing for easy repositioning of the source for differentmeasurement configurations in 1 cm-steps in
vertical and horizontal direction.

2.3. Experiment: setup 1D
2.3.1. Experimental setup for imaging
In the 1D setup of our experiment, we aimed for the reconstruction of a source position along one axis, so only in
one dimension.We used the small-scale prototype as scintillation detector and the 1D codedmask (see
figure 3(a)). In the current experiment, the distance between the source plane and the front part of the detector is
236.5 mmwhile the distance from the centre of themask to the front part of the detector is 66.5 mm. Just like the
mask patterns, the distances were optimised via simulations. For this purpose, for a number of positions of a
point-like source across thewhole FOV, the setup response was simulated usingGeant4 and the corresponding
imageswere reconstructed for a fixed number ofMLEM iterations (200). This was repeated formany setup
geometries andmask patterns. The varied parameters were themask pixel size and themask-detector distance.
The distance between the source plane and the front surface of themaskwasfixed at 160 mm.Themetrics used
in the comparison of different setup geometries were themean resolution of the reconstructed position, as well
as themean residual of this quantity and its variation over the FOV.

The orientation of the bars forming themask pattern is vertical, the same as of thefibers. Both ends of the
fibers are coupled to one silicon photomultiplier (SiPM) tile eachwith an optical silicon pad of 0.4 mm thickness
made of Elastosil RT 604. The pad has a size of (8× 48)mm2 so it covers one row ofDPCs and light-sharing
between different readout channels is enabled. The otherfiveDPC rows of the tile are not directly exposed to
light from the fibers.

Figure 2.Codedmasks for 1Dmeasurement with the small-scale prototype (a) and for 2Dmeasurement with the three-layered PET
array (b).
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2.3.2. Setup for energy and y-position calibration
As the light yield on the SiPMs heavily depends on the position of the interaction along the fiber, a position-
dependent energy calibration is needed. For this, we use a fan beam collimatorwhich is described in detail in
(Müller et al 2018, 2019,Hetzel et al 2020). The collimator consists of lead blocks with adjustable slits to two sides
so that particles emitted by a radioactive source placed in the centre leave the collimator in thin elongated beams.
To calibrate the small scale prototypewith this setup, we use a 22Na source and employ the three-layered PET
crystal as coincidence detector on the other side of the collimator to enable electronic collimation. The used slit
width of 1.9 mm leads to a beamwidth on the fibers of 2.5 mm (FWHM). The coincidencewindow is set to
10 ns. Thefibers of the small scale prototype are irradiated at nine different positions in 10 mmsteps.

2.4. Experiment: setup 2D
2.4.1. Experimental setup for imaging
In the two-dimensional setupwe used the three-layered PET crystal as a detector with the 2D codedmask (see
figure 2(b)) placed in front of it. The distance between the source plane and the front plane of the detector was
220 mmand the distance from the centre of themask to the front plane of the detector was 50 mm (see
figure 3(b)). The scintillator was coupled to the sensor tile over a 1.1 mm thick light guide glued to it with
SCIONIXRTV481.

2.4.2. Setup for energy calibration
For calibration of the detector in this configuration, we use frontal irradiations of the scintillator with radioactive
22Na, 137Cs and 133Ba sources.

2.5. Analysis chain for experimental data
2.5.1. Preprocessing
As all DPCs are triggered independently, a clustering algorithm is needed to form events.We use a cluster
windowof 40 ns to combine triggeredDPCs on one tile. These combined signals, we refer to as one hit in the
following. Thefirst timestamp recorded in one of theDPCs is used as the timestamp of the hit. If we use several
tiles in onemeasurement, we apply a coincidencewindow of 10 ns to combine hits from the different tiles. This
we call an event.

2.5.2. Fiber identification in 1D setup
With its base area of (1× 1)mm2, onefiber is smaller than the area covered by one readout channel which is
approximately (4× 4)mm2. To identify singlefibers in which impinging gammas deposited energy, we used the
light-sharing through the optical pad.Depending on the position of the fiber, one or two horizontally
neighbouringDPCs are triggered, so there are four or eight signals which can be used to calculate a centre of
gravity (CoG). Plotting all CoG in one histogram yields a so-called floodmap.When separating events by the
number of triggeredDPCs, one can identify light accumulation points on the floodmaps corresponding to
interactions in individual fibers. These peaks are determined in projections of the floodmaps. To tag the hit
fibers, thefloodmaps arefirst divided into layers by horizontal lines and afterwards the fibers are separated
within the layers by the centreline between two peaks so that each fiber corresponds to a rectangular region on
thefloodmap. To consider an event valid, we demand that the same hit fiber is identified on the two sensor

Figure 3.The experimental setup for 1Dmeasurements (a) and for 2Dmeasurements (b).
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boards. This is the case for 84.8 %of all recorded events.More details on the fiber identification are presented in
Rusiecka (2023).

2.5.3. Energy and y-position calibration in 1D setup
The calibration of the energy and the interaction positionwithin afiber is performed individually for eachfiber.
For this purpose, we used the ninemeasurements with a 22Na source obtainedwith the fan beam collimator and
employed the ELARmodel described in detail in Rusiecka et al (2021). This provides a position-dependent
energy calibration based on themeasurement of the 511 keV-peak of 22Na on both ends of thefibers. The
description of the calibration of this data set can be found in Rusiecka (2023).

2.5.4. Needle identification in 2D setup
To identify the hit needle in the three-layered PET array, againfloodmaps of theCoGpositions are used. Due to
the shift of the three layers with respect to each other, all needles yield different light accumulation points on the
floodmap and are thus distinguishable. Here, separate floodmaps for four different regions of interest (ROIs)
dependent on themain channel, which is the channel with the highest photon count in this event, are employed:
(1) themainDPC containing themain channel, (2) themainDPC and the vertically neighbouringDPC to the
main channel triggered, (3) themainDPC and the horizontally neighbouringDPC to themain channel
triggered, (4) themainDPC, the vertically neighbouringDPC, the horizontally neighboringDPC and the
diagonally neighbouringDPC triggered. Ifmore than one region of interest (ROI) is valid for one event, all are
evaluated. For each of the four floodmaps the light accumulation points are identified on a two-dimensional grid
and assigned to a needle ID. A predecessor of this algorithm is described in Schug et al (2015). During the needle
identification process, the event is assigned to the needle ID of the closest light accumulation point on the
floodmap. If different ROIs yield different needle IDs, for eachROI a quality factorQF= d1/(d1+ d2) is
calculated, where d1 is the distance to the closest light accumulation point and d2 the distance to the second
closest light accumulation point on the respective floodmap. Thefinal needle ID is then taken from the ROIwith
the smallest quality factor. The three top rows and three bottom rows of needles, i.e. with the highest and lowest
y-coordinates, could not be resolvedwith this approach andwere therefore not taken into account in the further
steps of the analysis. An in-depth description of the procedure can be found inMüller (2022).

2.5.5. Energy calibration in 2D setup
The energy calibration is performed separately for each needle and for each of the four ROIs explained in
section 2.5.4. For each of these cases, we take the energy spectra of the calibrationmeasurements with radioactive
sources andfit the 511 keVpeak in the 22Na spectrum, the 662 keV peak in the 137Cs spectrum and the 356 keV
peak in the 133Ba spectrumwith aGaussian function plus a linear function as background approximation. The
three peak positionswere used to obtain afirst linear calibration. After the needles responses were individually
calibrated, the energy spectra for all needles were added up. Then the statistics were sufficient to also take the
1274.5 keV peak in the 22Na spectrum into account. Its positionwas used to apply a global saturation correction
to all data:

⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎛

⎝

⎞

⎠

⎡

⎣
⎢

⎛

⎝

⎞

⎠

⎛

⎝

⎞

⎠

⎤

⎦
⎥( ) · · ( )E Q p

Q

p

Q

p

p

p
exp exp exp , 12

1 1

0

1

= - - - -

whereQ represents the pre-calibrated energy and fitted pi are the parameters of the saturation correction. All the
intermediate steps are reported inMüller (2022).

2.6. Implementation ofMLEM for image reconstruction
In order to reconstruct the image decodedwithCM,we are using theMLEMalgorithm (Rockmore and
Macovski 1976)while different approaches (like FISTA (Sun et al 2020a) orOSEM (Mu et al 2016)) are also
possible.MLEMutilises prior information about the probability of a photon being emitted in a particular
position of the source plane to be registered in each detector pixel.

MLEM is awidely used iterative algorithm, examples of its application in PET can be found e.g. in Shepp and
Vardi (1982), Lange andCarson (1984). It serves for the reconstruction of Poissonian data:
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where I is a vector ofmeasured data, f[k] is the image estimate after k-th iteration (f[0]= ),H is a systemmatrix
andS a normalisation term (or sensitivitymap). Equation (2) is written in vector form and allmultiplications
indicated by dots represent the vector (matrix)multiplications, while all other operations are element-wise.
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An element of a systemmatrixHij is a probability that a particle originated from the j-th voxel of the source
planewill be detected in a i-th voxel of the detector:

H ( ∣ ) ( )p V O , 3ij i j=

whereVi is an event that particle was detected in the detector voxel i,Oj is an event inwhich a particle originated
from the source plane voxel j.

In order to obtain such a set of probabilities, we used aMonte Carlo simulation. The chosen FOV is divided
into pixels and simulationswith a single point-like source placed in the centre of each pixel were performed. The
detector response from each of these simulations gives a column in a systemmatrix, since the number of
registered particles in each detector pixel is proportional to the probability from equation (3) (given that the
number of simulated events in each vertex j is the same). The detailed explanation of the systemmatrix
generation procedure is in section 2.8.1.

After normalising each columnof a systemmatrix by the sumof its elements, the elementsHij can be
interpreted as a conditional probability to register the particle in the detector voxel i given that the particle
originated from the voxel j andwas detected somewhere.

Note that both the image I and the reconstructed object f are one-dimensional vectors, evenwhenwewant to
reconstruct 2D (or even 3D) objects. It allows us to utilise one- and two-dimensional setupswith the same
reconstruction algorithm.

2.7. Efficiency and background corrections
Having a calibrated detector response, before proceedingwith image reconstruction, we perform a data
correction step. In order to do that, wemake use of two auxiliary elements: a backgroundmeasurement Ibg
performedwithout a radioactive source andwithout amask, and a detection efficiencymap. For the latter, we
register the detector response Ino−mask when irradiating the detector without amask, andwith a source placed far
enough to consider the gammaflux uniformover the surface of the detector. Having those data we can construct
an efficiencymapwhichwill reflect the relative detection efficiency of individual detector elements (fibers or
needles) ò:

I I

I I{ }
( )( ) ( )

max
, 4

i i

no mask bg

no mask bg

=
-

-
-

-

where the index i runs over all detector elements.
This step is performed once for each detection setup, the resulting efficiencymap and Ibg are used to correct

each registered data set that serves as input for image reconstruction. In the correction, we subtract the
background from each rawdata vector Iraw and divide it by the efficiencymap:

I
I I

( )


. 5
raw bg=

-

The resulting vector I is ready to be usedwith theMLEMalgorithm according to equation (2) togetherwith
the systemmatrix prepared beforehand (see section 2.8.1).

The preparation and application of the efficiency correctionwe demonstrate infigure 4 taking the second
layer of the three-layered PET array as an example. The background data Ibg is presented in histogram figure 4(a),
where each bin value is a number of counts per second in the corresponding crystal. Figure 4(b)presents results
ofmeasurement with a single point-like source butwithout amask (Ino−mask in equation (4))with the same units
as the Ibg histogram. By evaluating equation (4) for these twohistograms, we obtain an efficiencymap presented
infigure 4(c). One can notice that those three histograms have some similarities in their patterns, representing
theDPC structure of the sensor tile.With other algorithms, amore homogeneous efficiency distribution can be
achieved. In our approach, this is cancelled outwhen the image is correctedwith the efficiencymap and so does
not compromise our image reconstruction. In order to avoid singularities resulting from a division by zero, we
add a small value (10−6) to all elements of the efficiencymap.

Infigure 5we demonstrate all intermediate steps from equation (5), applied to the same second layer of the
three-layered PET array: the raw detector response Iraw in panel (a) is followed by the background-free histogram
Iraw–Ibg andfinally the background-subtracted and efficiency-corrected detector response I is shown in panel (c)
which serves as an input for theMLEMalgorithm. This data is taken in one of the full-fledgedmeasurements,
with a codedmask and a point-like source placed at (−20, 0)mm. Figure 5 shows how this procedure transforms
the seeminglymessy raw detector response into the histogramwith a recognisablemask pattern (seefigure 2(b))
projected onto it.
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2.8. Simulations
2.8.1. Generation of systemmatrix
MLEMrequires a systemmatrix (SM)which, in this work, is calculated prior to the reconstruction. For both 1D
and 2D setupswe utiliseMonte Carlo simulations in order to obtain corresponding probabilities which are the
elements of the systemmatrix. The FOVwas chosen to be of the same size as themask and it is 70 mm (in each
dimension for 2D) and is divided into 100 pixels (in each dimension). By performing simulations of 106 γ-
particles with a point source placed subsequently in the centre of each pixel of the FOVwe obtain the system
matrix elements columnby column. Such simulated statistics result in the statistical uncertainty ofmatrix
elements being below 1.5 %.All simulated particles have the same energy 4.4 MeV as our investigations revealed
that our approach to SMcalculation is not sensitive to energy. During the simulation, each element of the system
matrix is incremented by the energy deposit obtained from the corresponding detector bin. As a result, we are
workingwith accumulated energy values that are then transformed into probabilities through a normalisation
process.

A systemmatrix for a one-dimensional coded-mask setup (described in section 2.3)has a size of 32× 100
elements and is shown infigure 6.We see that its elements reflect the pattern (or its central part) of the coded
mask (seefigure 2(a)).With shifting the source position (horizontal axis in figure 6), the patternmoves vertically
in the histogram,which corresponds to the translation of themask shadow along the detector plane.

For our simulations, we use GEANT4V10.6 with PhysicsList QGSP_BIC_HP and electromagnetic option 4. The
generation of eachmatrix column (one simulation) takes around 25 s on INTEL(R)CORE(TM) I7-9700CPU@

3.00GHZ and utilizing 6CPU cores in parallel, whichmeans a fullmatrix for the 1D setup (100 simulations) can
be generatedwithin 10 min. In the case of a 2D systemmatrix with similar conditions, the number of auxiliary
simulationswill be 10000 (100 in each direction). Consequently, the total timewill increase proportionally to
about 16 h.

Figure 4.Preprocessing components for the second layer of the three-layered PET array according to equation (4) represented as two-
dimensional histograms: (a) background, i.e. ameasurement without both amask and a source, (b)Nomask—experimental data
from ameasurement with a single point-like source placed in the centre of FOVwithout amask. Both (a) and (b) histograms have been
normalised to the totalmeasurement time so each pixel’s value is in counts per second. Efficiency (c) is calculated using equation (4)
and is normalised to themaximal value among all three layers.

Figure 5.Histograms demonstrating preprocessing steps applied to each experimental data set before image reconstruction: (a) raw
data normalised by the totalmeasurement time, (b) the same data after background subtraction, (c) background-free histogram
divided by the efficiencymap (figure 4(c))—the processed datawhich are the input of the reconstruction. All three histograms show
data with the codedmask and a point-like source placed at (−20, 0) mmfor the second layer of the three-layered PET array only, the
same procedure was applied for all detector layers.
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2.8.2. Setup for 1D full-scale prototype
In this paper, we show experimental results for point-like sources only. Those laboratory experiments allowed us
to estimate the performance of the prototype detectors (energy- and spatial resolutions, capabilities, limitations,
etc) and conclude about the near-field imaging capabilities of the setups based on them.However, the ultimate
goal of thewhole project is to come upwith an approach applicable in proton therapy. This requires imaging of
continuous source distributions, with a particular focus on the distal part of the gammaproduction depth
profile with its falloff occurring close to the Bragg peak position (Min et al 2006). This scenario is clearlymore
demanding than the case of point-like sources. In fact, the small-scale prototypes presented in this paper
(figure 3(a)) are not suitable for that task; their small surface areas limit the spatial information that is used as
input for image reconstruction (i.e. limited views, incomplete sampling). However, this does not necessarily
imply that the technology is not well-suited for rangemonitoring. Encouraged by the results presented in this
study, we started the construction of a larger detector within the SiFi-CC project, with its design being very
similar to the small-scale prototype used in the 1D setup. It consists of 7 layers with 55fibers each; the fiber size is
(1.94× 1.94× 100)mm3, and the pitch is 2.01 mm.We tested viaMonte Carlo simulations configured similarly
as in section 2.8.1 how the detector—called henceforth the full-scale prototype—performs in a codedmask
setup, i.e. combinedwith a structured collimator. In GEANT4, we coupled that detector with a larger section of
the 467-th orderMURAmask, with the same pixel size as the one presented infigure 2(a), but dimensions
extended to 51 central bins from the full array (instead of 31) in the horizontal direction and 45 pixels in vertical.
The detector-to-mask andmask-to-source distances remained the same as those used for the 1D setup of the
small-scale prototype.

In theMonte Carlo simulations, a poly(methylmethacrylate) (PMMA)phantomof the dimensions
(60× 60× 90)mm3 and density 1.19 g cm−3 was irradiatedwith a proton beam. The phantomwas centredwith
respect to our FOVand the beam impinged from the positive direction of the x-axis, along the longest axis of the
phantom.A schematic of the setup geometry is presented infigure 7. In the simulations, we recorded energy
deposits in individual fibers. The processes of production and detection of scintillation photons are not
simulated, but their effect is taken into account by smearing the obtained energy deposits with a resolution
function, found viamore realistic simulations and benchmarkedwith laboratory tests with single fibers (Kasper
et al 2020, Rusiecka et al 2021):

( ) · · ( )E

E
a b E c E , 6E 1 2 3 2s

= + +- -

where a= 0.0322, b= 0.6730 and c=−0.0013.
The simulationswere conducted for the following beam energies: 85.9, 90.7, 95.1 and 107.9 MeV,

corresponding to the Bragg peak depth in the phantomof 5.0, 5.5, 6.0 and 7.5 cm, respectively, where the latter
were determined using SRIM (Ziegler et al 2010). For each beam energy, a set of 1000 simulations, eachwith 107

protons, was performed. It is worth noting, that in proton therapy the typical spot strengths range from a few
times 107 for proximal spots up to about 2× 108 for distal ones (Pausch et al 2020). Having separate simulations
with 107 protons, wewere able to investigate the effect of statistics in image reconstruction, the resulting
resolutions and uncertainties, and conclude about the feasibility of beam range shift detection on the basis of
data from a single spot or an iso-energy layer. For eachfile simulated for a beamwith a kinetic energy of
Tp= 85.9 MeV,we have around 840 000 PGs generated, out of which our detector registers about 15 000

Figure 6. Systemmatrix for 1D setup. The horizontal axis corresponds to FOVpixels and the vertical axis corresponds to the detector
elements.
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gammaswhich is about 1.8 %. The overall detection efficiency (including geometrical acceptance) is thus
1.5× 10−3. Those numbers remain similar for other studied beam energies.

A systemmatrix for this setupwas generated assuming one-dimensional reconstruction. A FOVof 130 mm
along the x-directionwas assumed and divided into 200 pixels. In this case, unlike in the studies with radioactive
sources, the gamma source is notmonoenergetic. Nevertheless, when generating the systemmatrix, we shot 106

4.4 MeV gamma particles from each FOVbin, since our earlier studies showed that the resulting systemmatrix is
not very strongly energy-dependent. To test that, we in a preliminaryworkwe investigated if the reconstruction
of a point source is influenced by the energy used to generate the systemmatrix. Namely, we generated one-
dimensional systemmatrices with various energies ranging from0.5 to 5MeV, in increments of 0.5 MeV.We
then reconstructed the same simulation data obtained from a point-like sourcewith a sample energy value of
4.4 MeV and a position (−10, 0)mm.The results showed that the reconstructed source position varied by only
0.03 mm, and thewidth of thefittedGaussian curve exhibited a variation of just 3 %. These findings indicate that
the reconstruction process is nearly independent of the energy used for the systemmatrix generation. The
observed differences can be attributed to statistical fluctuations.

We evaluated the image reconstruction performance by inspecting the uncertainty on the distal fall-off
position determination (DFPD), which is calculated in a similar way as defined inGueth et al (2013) and the
procedure is demonstrated in figure 8. Namely, we take the reconstructed profile (blue dots in the figure), and
interpolate it with a cubic spline, obtaining a smooth function (green line). Subsequently, we subtract from the
function itsminimumvalue and then normalise it by the resulting functionmaximum. Like this, we obtain a
normalised reconstructed profile described by a smooth function of the values between 0 and 1.Wefind all the
points where this function equals 0.5 (red cross and orange stars) and take the left-most one (red cross) as our
estimation of the distal falloff position. The same is being donewith theMC source distribution so that we can
compare these two values.

2.9. Performance evaluation ofMLEM
In order to examine the performance ofMLEM,we have prepared sample reconstruction results based on
experimental data from the 2D coded-mask setupwith the three-layered PETdetector. The very same data as
shown infigure 4(c) (but for all three detector layers)were loaded into a single vector and used as an input for the
image reconstruction. Having a systemmatrix of size 10 000× 3425 and an image vector with size 3425, 100
iterations take 6.51 sec on a INTEL(R)CORE(TM) I7-9700CPU@3.00GHZ to be performed.

Results after 100 iterations are shown infigure 9 as a 2Dhistogram (a) and its projections on the x- and y-
axes (panels (b) and (c), respectively). In the 2Dhistogram,we observe a clear imagewithout artefacts that
exhibits a single peak. The peak is close to the designed source position (marked as a green cross)with a small
shift to the upper left. Numerical evaluation of the reconstruction quality was performed via aGaussianfit—its
results are visible infigures 9(b) and (c) as a green solid line. The peakwidth in the reconstructed image (here 1.7
and 1.5 mm for x- and y-direction) depends on the number ofMLEM iterations andwill further decrease when
using a higher number of iterations.

Figure 7. Simulated geometry for the full-scale prototype (top view).
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Evaluation of the reconstruction performance is straightforward in the case of point-like sources: comparing
the reconstructed peak positionwith the designed one and, usingGaussian fitting, determining the peakwidth
and position. In the case of continuous source distributions, we are using a universal image quality index (UQI)
(Wang andBovik 2002) that allows comparing two vectorsX andY, representing in our case the reconstructed
image and the expected source distribution. Its application in the near-field coded-aperture imagingwas
demonstrated in Sun et al (2020b). The index is defined as follows:

X Y
X Y

XY

X Y

( )
( ) ( )

¯ ¯
¯ ¯ ( )UQI

2cov ,

var var

2
, 7

2 2
=
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where cov and var are covariance and variance functions, and X Y¯ ¯, are themeans of the vector components.
UQI takes values in the range [−1; 1]where 1 corresponds to identical images and−1 to inverted ones. Vectors
X̄ and Ȳ are standardised before calculatingUQI, namelywe apply:

X
X X
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¢ =
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to each vector, where n loops over all vector elements. UQI is beneficial in the case of simulations because one
knows the true source distribution, unlike in the case of experimental data.When investigating how theUQI
depends on the number of performed iterations, we observe first a steep rise up to about 800 iterations; in that
range, subsequent iterations significantly improve the image quality. For larger numbers of iterations, a slow
decrease is observed due to the amplification of statistical fluctuations inherent toMLEM.Themaximum
corresponds to the optimal number of iterations at which the reconstructed image is as close to the true one as
possible, givenUQI is used as ametric. However, themaximum is rather broad, for the presented example the
UQI does not drop below 0.95 of itsmaximumvalue for the numbers of iterations from the range 361–1628. In
this range, the reconstructed picture does not change significantly, thus it is not critical to runMLEM iterations
exactly the number of times corresponding to themaximumUQI, but close to it. This has important

Figure 8.DFPDprocedure. The blue dots show the reconstructed image, and the green line is the reconstructed image smearedwith a
Gaussian filter (kernel size 2 bins) and interpolatedwith a cubic spline. The reconstructionwas performed on a particular sample of
simulation data for the beam energy 95.1 MeVwith 108 simulated protons. Orange stars are rejected candidates for theDFP value and
the red cross specifies the accepted estimation.

Figure 9. 2D reconstruction based on experimental data from ameasurement with the three-layered PET array for a point-like source
located at (-20, 0) mm, after 100 iterations. (a) 2D reconstructed imagewith green crossmarker specifying the designed source
position; (b) and (c) projections of 2D image onto x- and y-axis, respectively. Parameters ofGaussian fits are listed above the
corresponding figures.
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implications for image reconstruction using experimental data, wherewe have no reference image - even if the
number of iterations deduced based on the simulationswill not be identical with the a priori unknown optimal
number of iterations for experimental data, the latter is likely to be close enough, i.e. the reconstructed imagewill
be close to the best possible reconstruction.

3. Results

3.1. Calibration results
3.1.1. Energy and y-position calibration in 1D setup
Adetailed description of the calibration results including the intermediate steps is presented in Rusiecka (2023).
The average energy resolution of thefibers isσE/E= 7.7(4)%and the average position resolution along thefibers
is 34(3)mm (FWHM) at 511 keV.

3.1.2. Energy calibration in 2D setup
The intermediate results of the calibration procedure of the 2D setup can be found in (Müller 2022). The overall
energy resolution obtained at 511 keV isσE/E= 5.35%. For 14 additional needles, the calibration process failed
because their spectra could not befitted satisfactorily. Events with hits in those needles were excluded from the
further analysis.

3.2. Results from imaging experiments
Weperformed a series offivemeasurements with the three-layered PET array, the 2D codedmask and a point-
like source placed in different positions. In all cases, themeasurement timewas 1201.2± 0.2 s and the number
of registered hits was about 2× 108. Combined results of all image reconstructions, based on the collected data,
after 100 iterations, are presented in figure 10(a) as contour plots. Each contour plot consists of ellipses
bounding 38%, 68%, 86%and 95%confidence regions for a particular reconstructed peak. In addition, the
green point inside the smallest ellipse (for each reconstruction)points to the reconstructed peak position, while
the red cross is the designed source position. Similarly to the results from figure 9(a) (which are also presented
here), all reconstructions exhibit offsets of the reconstructed peak positionswith respect to the designed source
positions and all of them are in the same direction (upper left). For themeasurements where the sourcewas off x-
axis (source coordinates (−20,−20)mmand (−20, 20)mm)we observe that themajor axis of both groups of
ellipses is rotated and the rotation is symmetrical with respect to the x-axis. Nevertheless, the offset of the
reconstructed peak position is not symmetrical with reference to the origin but always into the same direction.
This hints towards a systematic effect rather than an artefact of the reconstruction.

The latter conclusion is further supported by figure 10(b)wherewe present the residuals of the reconstructed
source positions as a function of the designed source position for x- and y-axes (blue circles and red crosses,
respectively). Error bars represent standard deviations of the fittedGaussian functions, peak positionswere
determined in the samefit. For x=−20 mmand for y= 0 mmwehave threemeasurements so in order to
demonstrate all results in one plot, the points have been slightly shifted around the design values. In the figure it
is clearly visible that indeed all residuals for the x position have the same sign and very similar values; the same

Figure 10. (a) 2D contour plots for a set of 5 reconstructed images from separatemeasurements for different source positions.
Contour lines indicate 38%, 68%, 86%and 95%confidence regions for the reconstructed source position. The red cross specifies a
designed source position in the corresponding experiment. (b)Residuals of the reconstructed peak positions for x- and y-coordinates
of the source for allmeasurements performedwith the three-layered PET array (2D setup). Reconstructed peak positions and
uncertainties are themean and the standard deviation obtained by fittingGaussian functions to the reconstructed images.
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applies to the residuals of the reconstructed y coordinate: the average residual value for x-coordinate is−1.23
(8)mmand for y-coordinate it is 0.73(45)mm (stated uncertainties are standard deviations).

We performed also ninemeasurements with the one-dimensional setup and the point-like sources. First,
data for the 22Na source placed on the x axis in the following positions−30,−20,−10, 0, and 20 mmwere taken.
Additional two points with the same source off x-axis were examined: (−20, 20)mmand (0, 20)mm. In
addition, two experiments with the 137Cs sourcewere performed for x=−20 and 0 mm.A sample
reconstructed image is presented infigure 11(a) alongwith aGaussianfit (solid line) and the designed source
position (vertical dashed line). Fit parameters are listed at the top of thefigure. Infigure 11(b)wedemonstrate
the residuals for all 1D reconstructions. As previously, the reconstructed source position is taken from the
Gaussianfit and the error bars represent standard deviations of the fitted functions. All reconstructed source
positions are consistently shifted towards negative values, i.e. the residuals have very similar, negative values with
an average of−1.03(14)mm.The observed offset of the reconstructed source position is independent of that
position and is constant throughout FOV. The offset is consistent with the 2Dmeasurement within 1σ.We
present thewhole set of reconstructed images infigure 11(c). Themean standard deviation of theGaussian fits
for all source positions is 1.14(18)mm.

3.3. Results of simulations
In this sectionwe discuss the results of simulationswith the full-scale prototype for 1D imaging. Figure 12(a)
shows a reconstructed image (bluefilled line) of the gamma vertex distribution resulting from the simulation of
108 protons of 90.7 MeV interactingwith the PMMAphantom. The imagewas smearedwith aGaussianfilter
with a kernel of 2 pixels. The shown reconstructed image is a result of 795MLEM iterationswhich corresponds
to amaximumofUQI. The image is smooth, without significant noise artefacts. There are small peaks in the tail,
behind themain one, but each of them is less than half as high as themain peak so their presence does not affect
theDFPD. The orange line represents a depth profile constructed fromMonteCarlo true information, inwhich
entries areweighted by gamma initial energies, and the profile is subsequently interpolated to create a smooth
line. In general, the reconstructedmain peak position is very close to the true one and the shape of the gamma

Figure 11. (a)Result of 1D image reconstruction of experimental datawith a point-like 22Na source placed at (0, 0) mmafter 100
iterations. Fit parameters are listed on the top. (b)Residuals of the reconstructed peak position for all experiments with the 1D setup.
Reconstructed peak positions have been obtained byfitting aGaussian function to the reconstructed data, and error bars are standard
deviations offitted functions. Points grouped around x = −20 mmand x = 0 mmcorrespond to the same x-coordinate, but differ in
source y-position or source type. Colour code and shape ofmarkers are identical as in (c) (see legend). (c)Reconstructed images for all
investigated source positions and types after 100 iterations (markers) and their Gaussian fits (solid lines).
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depth profile is reflected properly. The distal fall-off position (DFP), determined for this particular sample
reconstructed image, is−7.64 mmand for theMC truth it is−8.20 mm,whichmeans that the offset is
below 0.6 mm.

Offsets of the determinedDFP for all regarded energies are shown infigure 12(b) as a function of the initial
number of protons impinged on the target. Presentedmeans and resolutions of theDFPwere obtained based on
50 bootstrap samples taken out of 1000 samples corresponding to 107 protons each.We see that starting from
50× 107 protons, theDFPmean values are very stable and only error bars are being reduced. The same data are
presented numerically in table 1. Starting from the statistics 50× 107, theDFP resolutions, calculated as a
standard deviation of 50 bootstrap samples, are less than 0.6 mm for all beam energies.

4.Discussion

Weperformed a set ofmeasurements varying the source position for two setups: one- and two-dimensional. In
the two-dimensional setup, we observe that after 100 iterations the reconstructed image has an evident single
peakwithout significant noise artefacts (see figure 9). The peak position and itsσ-value were calculated via a
Gaussianfit to both x- and y-projections of the image. The obtained reconstructed peak position is slightly
shiftedwith respect to the designed position in both horizontal and vertical directions. Having reconstructed the
images for allmeasurements at different source positions (figure 10(a)), we see that all images have similar offsets
in the same direction. The different components of our setupweremechanically alignedwith accuracy on the
millimetre level.We did not employ a prior calibration to correct for systematic effects thatmight arise from
uncertainties in the alignment. Therefore, systematic shifts can occurwhenwe reconstruct positions. As long as
the relative distances of the reconstructed positionsmatch the expected distances, a systematic shift can easily be
calibrated out once the setup is finallymounted. Themeasured offsets in the 2D setup show a small standard

Figure 12. (a)A sample reconstructed gammadepth profile for beam energy ofTp = 90.7 MeV andNp = 108 protons on target. The
blue-filled area shows a reconstructed image after 795 iterations and the orange line is the true source distribution (both images have
been normalised to unity in theirmaxima). The red cross points to the distal fall-off estimationwhich is x = −8.04 mm. The
reconstructed imagewas smearedwith aGaussian filter with kernel size of 2 bins. (b)Residuals of the reconstructedDFP as a function
of the number of protons in the beam. Each group of fourmarkers (four different energies) correspond to the samenumber of protons
in the beam. Error bars represent theDFP resolution, obtained as a standard deviation of results for 50 bootstrap samples.

Table 1.DFPs for different energies of the proton beamand different numbers of protonsNp.
Values in the table are themeans and the standard deviations calculated from50 bootstrap
samples, expressed inmm. ‘MC’ represents theDFPof theMonte Carlo gammaprofile for
Np = 1010 protons. The statistical uncertainty for the ‘MC’ estimation is so small (below 0.04 %)
that it can be neglected.

Proton energy 85.9 MeV 90.7 MeV 95.1 MeV 107.9 MeV

Np DFP inmm

1 × 108 −3.64 ± 0.64 −8.02 ± 0.53 −13.56 ± 0.85 −29.03 ± 0.87

5 × 108 −3.73 ± 0.33 −8.22 ± 0.34 −14.01 ± 0.46 −29.12 ± 0.40

1 × 109 −3.70 ± 0.24 −8.26 ± 0.20 −13.94 ± 0.28 −29.12 ± 0.26

2 × 109 −3.72 ± 0.17 −8.27 ± 0.19 −14.06 ± 0.17 −29.18 ± 0.25

MC −3.36 −8.20 −13.51 −28.89

Bragg peak −5.00 −10.00 −15.00 −30.00
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deviation:Δx=−1.23(8)mmandΔy= 0.73(45)mm,which hints towards their systematic origin rather than
amethod artefact. Results from the single-dimensional setup are similar as for the 2D case, except that there is no
sensitivity to the source y-position. In this particular case, we have a peak position shifted on average by−1.03
(14)mmwith respect to the designed positionwhich is still within one standard deviation (σ= 1.2 mm) (see
figure 11(b)). It is consistent with the shift in the x-direction determined from2Dmeasurements. This shows
that in fact, a set ofmeasurements with radioactive sources like the one performed can be used to calibrate out
such offsets resulting from e.g. setupmisalignments.

Furthermore, for determining a proton range in a clinical setup, relative shifts are oftenmore relevant than
absolute positions. For instance, in Richter et al (2016) inter-fractional range variations are investigated and in
Ferrero et al (2018) the evolution of a PET image over time is analysed tomonitor the dose delivery process.
Thus, a constant shift does not hinder a precise range shift determination.

While the three-layered PET array coupledwith a structured collimator provides good-quality two-
dimensional images of a radioactive source, we show that we also achieve a good reconstruction in one
dimensionwith our 1D setup. A 1Dgammadepth profile is already sufficient for the determination of a range
shift in a clinical scenario and a 1D setup requires less readout channels (and therefore ismore cost-effective) for
its operation than a full 2D setup, if the system is scaled up to extend its FOV.

All reconstructions performed for experimental data were stopped after 100 iterations. For a point-like
source, the number of iterations (after a certain point) does not change the reconstructed picturemuch in the
sense that the peak position remains the same and only its width is being reducedwith each subsequent iteration.
Infigure 13we show a dependence of the peakwidth on the number of iterations for a sample 2D reconstruction
(solid blue and dashed red lines) and 1D reconstruction (dashed–dotted green line). It is clearly visible that the
peakwidths are constantly decreasingwith the number of iterations. In the 1D reconstruction, the large number
of iterations reduces the peak to a few bins, which hinders aGaussian fit and causes the steps in thefigure
resulting from fit instabilities rather than the real change of the peakwidth.

In order to test themethodwith source distributions relevant for proton therapymonitoring via PGI, we
investigated a setup featuring a larger detector: the full-scale prototype and its performance via simulations of its
response to PGs originating from aPMMAphantom irradiatedwith a proton beam. The simulationswere
performed for four proton energies. The example simulated PGprofile infigure 12(a) resembles shape-wise the
profiles presented in other works (see e.g. Pinto et al 2016, Krimmer et al 2018, Livingstone et al 2021), though
themain peak is enhanced due toweighting the entries by their energy deposits. Additionally, it shows a small
peak at a distance of 15 mm to 18 mm to the Bragg peak. This corresponds to a proton energy between 43 and
49MeV.Our earlier experimental data ofWrońska et al (2021) also do reveal the presence of such a peak, similar
structures have been reported by other groups as well (seeMin et al 2006).We evaluate our results by comparing
theDFP values obtained from the reconstructed images with the true ones (obtained fromMonteCarlo truth
distribution). Among other possibilities, such asfitting a sigmoid function to the distal edge of the profile, we
choose to use the 50 % location to defineDFP.Due to the smoothness and steepness of our reconstructed
profiles, this is an on the one hand a very simple and on the other hand a very robustmethod to assign a range
value to the profile. The dependence of the precision of the reconstructedDFP on the number of impinged
protons is presented graphically in figure 12(b) and numerically in table 1. For 108 protons, the error of the distal

Figure 13.σ-value of thefittedGaussian as a function of the number of iterations for: x- and y- projections of 2D reconstruction for a
source at (−20, 0)mm (solid blue and dashed red lines, respectively) and 1D reconstruction for a source at (0, 0)mm (dashed–dotted
green line).
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fall-off estimation is within 0.6 mm for all regarded energies and an average precision of theDFP estimation is
0.72 mm.This value is confrontedwith precision values reported by other groupsworkingwith different setups
(both simulation and experimental) in table 2. In the comparison, we include besides our results also those
obtainedwith a two-dimensional codedmask setup (Sun et al 2020a), multi-parallel slit (MPS) simulation (Pinto
et al 2014) and experimental (Park et al 2019) results as well as clinical results obtainedwith knife-edge slit (KES)
design (Richter et al 2016, Xie et al 2017). Although precision-wise our results outperformmost of theworks
under comparison, we admit that our simulationmodel does not take into account certain effects which could
deteriorate the result, e.g. the neutron background.However, the authors of Sun et al (2020a) showed that this
contribution can be efficiently eliminated by employing aDiscrete Cosine Transform.We also do not take into
account other effects, e.g. fully realistic resolutions, the time structure of a clinical proton beam leading to high
prompt gamma rates, as well as statistics reduction due to the dead time of the detector and finite throughput of
the data acquisition system, which are obviously included in the experimental results of Richter et al (2016), Xie
et al (2017), Park et al (2019).We suppose that these effects will not deteriorate our results a lot as the energy
resolution is validated against experiments andwe could show inKasper et al (2020) that our system should be
able to deal with clinical rates.

5. Conclusions

So far, the use of codedmask systems for proton therapymonitoring via PGI has been considered only
theoretically, i.e. viaMonte Carlo simulations. In this paper, we show the experimental results of its practical
implementation and evaluation of performance using theMLEMalgorithm for image reconstruction. In the
first step, we use small-scale prototypes of the detector and test the image reconstruction frameworkwith point-
like sources. Experimental results confirmed that the near-field coded-mask imaging is feasible with gamma
sources, and our implemented image reconstruction framework is able to reconstruct source positions quite
well with both 1D and 2D approaches: a clear peak is always visible, and the reconstructed images are free from
artefacts. The reconstructed source positions show a constant systematic offset to the designed source position
presumably due to the limited accuracy of the setup alignment. A calibrationwith radioactive sources prior to
the use of the setup for beam range verification is a straightforwardmethod to correct for it.

The second step comprisedMonteCarlo simulationswith a realistic source distribution, i.e. obtained froma
PMMAphantom irradiatedwith a proton beam.Here, the simulated detector had a larger size of
110.6× 100 mm2 andwas coupledwith a largermask compared to the small-scale prototypes. This not only led
to a larger FOV, but also increased the setup sensitivity to the details of the imaged source distribution.Our
investigation conducted for different beam energies from the range 85.9–107.9 MeV and varying statistics shows
promising results. The reconstructed images resembled theMonte Carlo truth PGdepth profiles. At the statistics
of 1× 108 impinging protons, themean precision of beam range estimation in the investigated beam energy
rangewas 0.72 mm (1σ), whichmakes the setup competitive to other PGI approaches with passive collimation,
such asKES orMPS investigated by other groups. Due to the promising results of the simulation of the full-scale
prototype, we proceedwith the construction of a detector with exactly this design.
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