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Abstract— Total-Body PET imaging is one of the most
promising newly introduced modalities in the medical diag-
nostics. State-of-the-art PET scanners use inorganic scintil-
lators such as L(Y)SO or BGO, however, those technologies
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M. Bała, L. Raczyński, K. Klimaszewski, R. Y. Shopa, W. Wiślicki are
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are very expensive, prohibitng the broad total-body PET
applications. We present the comparative studies of perfor-
mance characteristics of the cost-effective Total-Body PET
scanners using Jagiellonian PET (J-PET) technology that
is based on plastic scintillators. Here, we investigated in
silico five realistic Total-Body scanner geometries, varying
the number of rings, scanner radius, and distance between
the neighbouring rings. Monte Carlo simulations of two
NEMA phantoms (2-meter sensitivity line source and image
quality) and the anthropomorphic XCAT phantom, were
used to assess the performance of the tested geometries.
We compared the sensitivity profiles and we performed the
quantitative analysis of the reconstructed images by using
the quality metrics such as contrast recovery coefficient,
background variability and root mean squared error. The
optimal scanner design was selected for the first Total-
Body J-PET scanner configuration.

Index Terms— J-PET, Total-Body PET, Monte Carlo, TOF
PET, medical imaging, molecular imaging

I. INTRODUCTION

Positron emission tomography (PET) is a state-of-the-art
diagnostic technique enabling metabolic imaging of the patho-
logical tissues [1]–[4]. Nowadays, routine PET machines offer
about 20-25 cm axial Field-Of-View (FOV) with a single bed
position. In order to perform an image of the whole patient’s
body, a series of scans obtained with different bed positions
are needed. The new generation of Total-Body (TB) PET scan-
ners [5]–[9] enables simultaneous imaging of the whole human
body, which opens new perspectives in dynamic imaging,
kinetic modelling [10]–[15], and positronium imaging [16]–
[18].

The inorganic L(Y)SO scintillators are the most popular
choice, which results in very high costs of the existing TB
scanners, estimated to be in the range of about $10 million
or more [19]. This price is unaffordable for most hospitals
and research facilities which makes the technology hard to
implement in clinical routine. To reduce the TB scanner cost,
various approaches have been proposed, including reduction of
the scintillator thickness [20], [21], rearranging the scintillators
to the sparse configurations [22], [23], use of the BGO
crystals to improve the timing information with the Cherenkov
lightning [24]–[27] or use of plastic scintillators [28], [29]. It
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is also worth mentioning that projects aiming to combine PET
imaging with Compton cameras are ongoing [30]–[38].

A cost-effective, portable and modular PET scanner (J-PET)
with an extended 50-cm long AFOV is under commissioning
at the Jagiellonian University in Kraków. The scanner is
built based on EJ-230 (ELJEN Technology) plastic scintillator
strips. In the J-PET, annihilation photons interact with the
scintillator strips via Compton scattering. Deposited energy is
converted into scintillation light which is then collected at the
ends of the scintillators by the silicon photomultipliers (SiPM)
and read out by fast, customized on-board front-end electronics
enabling time-of-flight (TOF) measurement [39]. The J-PET
scanner application is not limited only to the standard medical
two-photon imaging [29], but it provides the possibility to
perform multi-gamma tomography e.g. positronium imaging
[16], [40]. Furthermore, it is utilized for fundamental physics
studies on quantum entanglement [41], studies of discrete
symmetries in nature [40], proton beam range monitoring in
hadron radiotherapy [38], [42], [43], and PET data reconstruc-
tion methods development [44], [45]. Currently, works toward
the 200-cm axial FOV Total-Body J-PET scanner (TB J-PET)
are ongoing [29], [46].

The main aim of this work is to investigate and compare the
characteristics of five realistic geometry options for the design
of the new TB J-PET device.

Our previous studies focused on the J-PET scanner perfor-
mance for idealized geometries. The first investigation [28]
considered scanners with axial FOV up to 100 cm. The
next studies [29] were dedicated to 140 cm and 200 cm
long prototypes. In all cases, the scanner model consisted of
long plastic strips tightly arranged in a cylinder. In the early
article [28] scanner-based characteristics were determined such
as sensitivity, spatial resolution, scatter fraction (SF) and noise
equivalent count rate (NECR). For the latter publication [29],
the image quality metrics for the NEMA IEC phantom were
estimated for the 140 cm long axial FOV scanner.

In this study, a different approach has been undertaken. To
make the simulation conditions more realistic, we take into
account the size of the front-end electronics, and the gaps
between adjacent rings, as well as inactive detector material.
Additionally, the length of the scintillator strips is restricted
to 686.4 mm and 330.0 mm, to improve light yield in the
scintillator which is strongly attenuated in longer strips [47].
In consequence, longer scanners are constructed by combining
adjacent rings of cylindrical strips. Beyond sensitivity, SF and
NECR, we assess the quality of the reconstructed images sim-
ulating the NEMA IEC and extended cardiac-torso phantoms
(XCAT). Also, we expand the previously used metrics such as
contrast recovery coefficient (CRC) and background variability
(BV), by adding the Root Mean Square Error (RMSE), and
the Q metric which combines the CRC and BV.

Based on the performed analysis, the first TB J-PET scanner
configuration is selected.

II. MATERIALS AND METHODS

A. Monte Carlo simulation parameters
J-PET scanner geometries were modeled using GATE

v9.0 [48], [49], based on Geant v4.10.7.1 [50]. An additional

layer of Wave Length Shifters (WLS), which improves the
estimation of the axial coordinate of the photon interaction
point [47], was incorporated into the simulation model. The
default GATE digitizer code was extended to allow the
simulation of the signals registered in the WLS layers. In
all the simulations the em_livermore_polar physics list was
used, which is the standard choice for all J-PET-related MC
simulations [29]. The tracking of optical photons was not
included in the simulations to reduce the computation time.
In all the simulations, the β+ source decay is not simulated
directly and simulation starts at the emission of the back-to-
back photon pairs. The direction of the emission is randomized
isotropically. The energy of the initial photons is set to
511 keV.

B. Phantoms
We simulated the NEMA sensitivity, NEMA Image Quality

(NEMA IEC) [51] and XCAT [52] phantoms [29].
The NEMA sensitivity phantom consists of the 2-meter

linear source positioned in the center, along the long axis of
the cylindrical scanner. For each simulation, the activity of
107 Bq and measurement time of 1000 seconds were used.

22 cm long NEMA IEC phantom is built out of four high-
activity (denoted as hot) and two low-activity (denoted as cold)
spheres. The phantom was positioned isocentrically within the
scanners. Hot spheres of 10 mm (Sphere 10), 13 mm (Sphere
13), 17 mm (Sphere 17) and 22 mm (Sphere 22) diameters and
cold spheres of 28 cm and 37 mm diameters were simulated.
The ratio between the hot spheres and the background was
set to 4:1. The total activity of 59 MBq was simulated and
the acquisition time was set to 500 seconds. The NEMA IEC
phantom activity map is depicted in Fig. 1.

Fig. 1. Activity distribution of the NEMA IEC phantom. The activity map
was superimposed on the CT image.

The activity of the male XCAT phantom [52] was prepared
[53], [54] to mimic the 18F-FDG distribution within the human
body. Additionally, two hot spheres (diameter = 1.2 cm)
positioned in the lung and in the liver were incorporated in
the phantom simulations. The contrast between the hot region
and the background activity was set to 16:1 and 3:1 for lungs
and liver, respectively. The overall activity of the phantom
was equal to 50 MBq and the acquisition time was set to
600 seconds. The XCAT phantom activity map is depicted in
Fig. 2.
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Fig. 2. Activity distribution of the XCAT phantom superimposed on the
CT image. Two hot spots (red color) representing the activity lesions
originating from cancerous centers in the liver and lung are shown.

C. Total-Body J-PET scanner geometries
Five two-layer TB J-PET scanner configurations were stud-

ied. Scanners with varying numbers of rings, length of the gap
between the subsequent rings, scanner radius, and scintillators
cross-sections were investigated. All scanner models consist
of cylindrically arranged strips of plastic scintillators in two
layers. 32 plastic scintillator strips (16 strips per layer) were
grouped into modules. Each ring consists of 24 modules
arranged cylindrically. Depending on the scanner setup, three
(S1, S2, S3) or seven (S4, S5) rings positioned axially next
to each other were considered with lengths of 686.4 mm and
330.0 mm, respectively. Additionally, two gap length values
between adjacent rings were simulated: 2 cm (S1, S3, S4,
S5) and 5 cm (S2). Scanner setups were also differentiated
in scintillator cross-section: 25 x 5.7 mm2 (S1, S2, S3), 25
x 6.0mm2 (S4), 30 x 6.0mm2 (S5). The positioning of the
strips inside the module is depicted in Fig. 3. The chemical
composition of the scintillator corresponds to the commercial
EJ230 scintillator, which is used in the existing J-PET scanner
prototypes [16], [29]. The summary of the scanner properties
is given in Table I and the visualisation of the S5 modality is
shown in Fig. 4.

In all cases, the modules were placed as close as possible
on a radius. The difference in radius between S1-S3 and
S4-S5 results from that for S1 and S2 the electronics were
constructed to be larger the module cross section which caused
a significantly greater radius with respect to the S3-S5. In

both cases, the scintillator cross section is set to fit the size of
SIPMs active surface equal to 6×6 mm2.

The selection of these scanner geometries allows for study-
ing the impact of several parameters (see Tab. I) on the
system performance. Scanners S1 and S2 give insight into
the influence of the gap between the rings. The 2 cm gap
corresponds to the smallest mechanically possible distance,
where all the front-end electronics components are tightly
packed, while 5 cm space allows for some flexibility in the
mechanical construction. The difference between S1 and S3
modality lays mainly in the two radius values. The use of
the smaller radius permits decreasing the number of readout
channels. The S4 and S5 scanners are used to study the effect
of the scintillator width on sensitivity. Finally, the S3 and S4
modality use different scintillator lengths since the smaller the
length the better the timing resolution [28], [29].

TABLE I
SCANNERS PROPERTIES

Scanner geometry
Property S1 S2 S3 S4 S5

Radius [mm] 506 506 425 414.65 414.65
Axial FOV [mm] 2099.2 2159.2 2099.2 2430 2430

Scintillator
length [mm] 686.4 686.4 686.4 330 330
Scintillator

cross-section [mm] 25x5.7 25x5.7 25x5.7 25x6.0 30x6.0
No of adjacent

rings 3 3 3 7 7
Gap between

adjacent rings [mm] 20 50 20 20 20

D. Photon detection, coincidence formation and energy
threshold

The front-end electronic response was modelled by the
GATE digitizer which converts photon interaction in the
scintillator into deposited energy and detection time.

The temporal and energetic resolution of the detection
system was taken into account in the simulation by the
phenomenological parameterisation of the experimental reso-
lutions. The energy resolution dependence is parameterised as
a σ(E)

E fraction which reflects the experimentally determined
relation for the plastic scintillator strips [55]:

σ(E)

E
=

0.044√
E(MeV )

(1)

.
The simulated photon registration time is smeared, event by

event, by replacing the event registration time tr by the value
obtained from the normal distribution N(tr, σt), where σt
corresponds to the temporal resolution of the scintillator strip.
Analogically, the registration position along the scintillator
strip (z position) is smeared, event by event, by replacing
the registered photon position z by the value obtained from
the normal distribution N(z, σz), where σz corresponds to
the positional uncertainty along the scintillator strip of the
scanner. For all the simulations the resolution parameters, i.e.,
the position along the strip and the time were set to σz equal to
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Fig. 3. Schematic drawings of the modules cross-sections for S1 and S2 (panel A), S3 (panel B) and S5 (panel C). Due to the complexity of the
module for S1 and S2 only one layer is depicted. For the S3, the dimension of the scintillator in radial direction (width) is equal to 25 mm. The
distance between layers is equal to 6 mm for scanners S1, S2 and S3. S4 is not shown, but the only difference between the modules for S4 and S5
is the width of the plastic scintillator which is equal to 25 mm and 30 mm, respectively. WLS layer is placed between scintillator layers and is only
considered for the scanners S4 and S5. The gap between neighbouring plastic strips for scanner S3 (panel B) is equal to 1 mm. All the dimensions
are given in mm.

Fig. 4. Visualisation of the 7-ring S5 scanner. The length of the
scintillators in each ring is equal to 33 cm. The gap between adjacent
rings is equal to 2 cm. It results in 243 cm axial FOV. Two layers of the
scanners are shown (yellow and red strips).

2.12 mm [29] and σt equal to 100 ps (scanners S1, S2 and S3)
or 77 ps (scanners S4 and S5), respectively. Discrepancies in
time smoothing reflect the expected time resolution change
due to the size of the scintillator strip length [29], [56],
[57]. The coincidence time window of 3 ns was used. In
contrast to the inorganic detectors, in plastic scintillators the
photons deposit their energy mainly via Compton scattering.
The additional energy selection threshold Ethr of 200 keV
was set to reduce the fraction of the background coincidence
events, for which at least one of them undergoes the scattering
in the phantom before being registered in the scanner. Only
coincidence pairs with the registration photon energy above
the energy threshold are considered. This selection criterion
corresponds to the optimal selection cut applied in analysis of
the data obtained with the J-PET prototype allowing for the
reduction of scattering in the patient and in the detectors [28],
[29], [55]. The exemplary distribution of the deposited energy
in the plastic scintillator is shown in the Fig. 5.

E. Data preselection and preparation
For the image reconstruction analysis, only genuine, true

coincidences were taken into account. In addition, for all
the simulations, the numbers of true, scatter and random
coincidences were determined, and, the scatter fraction (SF)

Fig. 5. Deposited energy distribution in the plastic scintillator obtained
from the Monte Carlo simulations. The Compton edge is smeared due
to the energy resolution model included in the simulations. The photons
which deposit the energy below the threshold of 200 keV are rejected.

was calculated as:

SF =
Nscatter

Ntrue +Nscatter
, (2)

where Nscatter and Ntrue are the numbers of true and scatter
coincidences, respectively.

Moreover, the noise equivalent count rate (NECR) was
calculated as:

NECR =
T 2

T + S +R
, (3)

where T , S and R are the true, scatter and random coinci-
dences rates given in kcps.

For the image quality metrics calculation the background
and contrast region-of-interests (ROIs) were defined as de-
scribed by the NEMA norms [51]. For the XCAT phantom
analysis instead of 2-dimensional areas, 3D ROIs were used.
ROIs for the quantitative analysis do not included the whole
hot region but were morphologically eroded to overcome
the partial volume effects. 15 background ROIs were chosen
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separately for the liver and lungs regions. Both, hot sphere
and background ROIs, are composed of 52 voxels. To avoid
the partial volume effect, an additional constraint, that the
background ROI cannot be neighbouring the region of different
activities, was applied [58]. The exemplary positioning of the
ROIs is shown in Fig. 6.

Fig. 6. Positioning of the exemplary hot (red circle) and background
(blue circle) ROIs used for the image quality assessment. ROIs are
superimposed on the CT image used for the simulations. In total, 1
hot and 15 background ROIs were prepared for the liver and lungs
separately.

F. PET image reconstruction
The image reconstruction was performed with the CASToR

software package [59]. TOF List Mode - Maximum Likelihood
Expectation Maximization algorithm with 50 iterations were
used. TOF resolution kernel was modelled as the Gaussian
function. Sensitivity and attenuation corrections were included.
The multi-Siddon projector with 10 rays was used. Recon-
structed images were smoothed with 3D Gaussian post-filter
with σ set to 2.5 mm. No additional resolution modelling was
used in the reconstruction process.

G. TOF resolution optimization
The CASToR software provides the possibility to use the

shift-invariant TOF kernel only. This approach can be sub-
optimal, especially while dealing with the large FOV scanners,
where the kernel shape can change significantly in the axial
direction [60]. However, the main aim of these studies is
the relative comparison between the performance of scanner
configurations, and the usage of the shift-invariant TOF kernel
affects all the investigated setups in a rather equal manner.

On the other hand, it is expected that the optimal width
of the shift-invariant Gaussian kernel should be larger than
the one determined by the nominal TOF resolution, because

of the additional uncertainty of the hit registration position
along the axial direction of the strip that effectively smears the
overall TOF resolution (see Fig. 7). Therefore, we performed
an investigation to choose the optimal shift-invariant Gaussian
kernel width, which was used in further studies.

Fig. 7. The picture presents the TOF uncertainty phenomena for
the J-PET. Apart from the well-known TOF uncertainty along the line
of response (red color) additional effect of the uncertainty of the hit
registration along the plastic scintillator (green color) needs to be
addressed in the case of the J-PET technology. It results in larger shift-
variant Gaussian kernel than the one determined by the nominal TOF.
Exemplary modelled line of responses are shown in violet.

Five different Full Width Half Maximum (FWHM) kernel
values: 115 ps, 230 ps, 365 ps, 500 ps and 750 ps were
selected. The investigation was performed with both NEMA
IEC and XCAT phantoms.

H. System sensitivity and image quality metrics
The performance of the scanners has been evaluated based

on several criteria including the sensitivity profiles, SF, NECR
and image quality metrics.

The sensitivity of the scanner S is defined as the rate of
detected genuine coincidences (counts per second) per unit of
the radioactivity concentration. In the first order, the sensitivity
is proportional to the geometrical acceptance of the scanner
(A), detection efficiency of the photon pair ε2 and the fraction
of events f accepted after applying the energy window. For the
point source placed in the scanner center we define theoretical
sensitivity as follows:

Stheor(L,R) = A(L,R)× ε2 × f, (4)

where L and R are axial field-of-view and radius of the
scanner, respectively.

For the cylindrical scanner the geometric acceptance can be
approximated as:

A(L,R) =
1

2
× k × L√

L2

4 +R2
, (5)

where the k factor accounts for the holes and inactive
detector components.
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The evaluation of the reconstruction performance is based
on the metrics defined in the NEMA NU 2–2018 norm for
image quality assessment [51]. The procedure is to choose two
types of ROIs within the reconstructed image and determine
their statistical properties. The first ROI corresponds to the
expected high activity (hot) signal region and the second ROI
corresponds to low activity background region(s) ROI. The
CRC for a given region of interest is defined as:

CRC =
CS − CB
CB

:
aS − aB
aB

, (6)

where CS , CB is the average number of counts determined
for signal and background ROI, and aS , aB are the signal and
background activities, respectively.

The BV is defined as a standard deviation (SB) calculated
for the background ROI normalized to the average counts in
the background region:

BV =
SB
CB

. (7)

We inspected the additional metric Q, which combines the
information from both, CRC and BV, and is defined as [44]:

Q = |CRC − 1|+BV. (8)

The Q value range is given by: Q ∈ [0,∞). For the perfect
image reconstruction in terms of CRC and BV, one expects 1
and 0 for CRC and BV, respectively. By definition, Q would
also be equal to 0.

In addition, Root Mean Squared Error (RMSE) metric was
used to assess the image quality. The RMSE between two
images I1 and I2 is defined as:

RMSE[I1, I2] =
1

N

√√√√ N∑
k=1

(I1[k]− I2[k]))2, (9)

where the N is the total number of voxels, respectively.
In our studies, the activity emission map was used as a

ground-truth reference image. Prior to the RMSE calculation,
the compared reference and reconstructed images were first
normalized to the maximum. Then, the median intensities were
calculated for both. For NEMA IEC and XCAT phantom,
whole phantom and body areas were used to calculate medi-
ans. Subsequently, the ratio between medians was calculated
and finally, the reconstructed image was scaled by the ratio.

III. RESULTS

A. Sensitivity
Sensitivity plots for the simulated scanners are shown in Fig.

8. Analytical and Monte Carlo-based sensitivity in peak values
are given in Table II. Results of peak values based on Monte
Carlo simulations are in a good agreement with the theoretical
calculations. The underestimation of the analytical calculations
compared to the Monte Carlo is a result of not considering
the depth of the crystal in the calculation of the k factor from
Eq. 5. The greatest sensitivity has been found for the scanner
S5 with the maximum at the level of 34 cps/kBq. The lowest
value is observed for the scanner S1 and S2 with the maximum
at the level of 17 cps/kBq. The effect is a consequence of the

TABLE II
ACCEPTANCE (A), FACTOR ACCOUNTS FOR THE HOLES AND INACTIVE

DETECTOR COMPONENTS (K), THEORETICAL(Stheor ) AND MONTE

CARLO-CALCULATED (SMC ) SENSITIVITY OF THE PEAK OF THE

SENSITIVITY PROFILE.

Type A[%] k[%] Stheor[cps/kBq] SMC [cps/kBq]
S1 60.62 67.29 17.61 19.95
S2 59.23 65.43 17.21 19.50
S3 78.10 84.26 22.69 24.44
S4 79.89 84.41 23.21 26.85
S5 79.89 84.41 30.57 34.24

TABLE III
NUMBER OF TRUE, SCATTER AND RANDOM COINCIDENCES FOR NEMA

IEC AND XCAT PHANTOMS.

NEMA IEC [107] XCAT [107]
Type True Scatter Random True Scatter Random
S1 7.8 4.8 8.1 5.7 3.9 6.0
S2 7.4 4.6 7.7 5.5 3.7 5.8
S3 11.8 7.5 12.2 8.2 6.1 9.1
S4 13.6 8.7 13.9 9.7 7.2 10.6
S5 17.7 11.2 17.6 12.6 9.5 13.5

smaller radius and larger axial FOV covered by the scanners
S4 and S5 with respect to the other setups. The "spikes" visible
in the sensitivity profiles correspond to the centers of the strips
and the gaps between adjacent rings.
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Fig. 8. NEMA sensitivity profiles for tested TB J-PET geometries.

B. Number of coincidences

The numbers of coincidences registered for each scanner
and both NEMA IEC and XCAT phantoms are of the order of
107 - 108 and are given in Table III. The greatest number is
found for the S5 scanner and the smallest for the S1 scanner.
It is an effect of the increased geometrical acceptance and
detector efficiency for thicker (S5 scanner) scintillator layer.
The SF and NECR values are given in Table IV. It is found
that the S1 and S2 scanners have slightly lower fraction of
scattered coincidences compared to the rest of the scanners.
The greatest NECR values are found for the S5 and the lowest
for the S2 scanners.
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Fig. 9. Simulated (REF label) and reconstructed NEMA IEC images (TOF label) for five different TOF resolutions for the axial (top panel) and
sagittal (bottom panel) view. Given slices are for S5. The 30th iteration images are shown. The TOF values indicated in the figures correspond to
the values assumed in the reconstruction. In the simulation the value of about σ=77 ps was used.

TABLE IV
SCATTER FRACTION - SF AND NOISE EQUIVALENT COUNT RATE -

NECR FOR NEMA IEC AND XCAT PHANTOMS

SF [%] NECR [kcps]
Type NEMA IEC XCAT NEMA IEC XCAT
S1 38.1 40.4 59.3 34.7
S2 38.2 40.2 55.8 33.8
S3 38.8 42.5 88.7 47.9
S4 38.8 42.8 102.7 56.9
S5 38.8 42.9 134.2 74.6

C. Choice of the optimal TOF kernel
The comparison of the reconstructed images for various

Gaussian kernel widths is presented in Fig. 9 and Fig. 10 for
the NEMA IEC and XCAT phantoms, respectively. The visual
inspection reveals that images obtained with the reconstruction
of lower TOF (TOF = 115 ps and TOF = 230 ps) have
worse quality than others. Both, the background and noise
levels are lower for the images with greater TOF. Furthermore,
the contrast between hot regions and the background is more
clear for the images with the greater TOF resolution for both,
NEMA IEC and XCAT phantoms.

In the Fig. 11 the exemplary Q metric distribution as a
function of iteration and applied TOF kernel value is presented
for the scanner S5. The Q is calculated for hot spheres (NEMA
IEC) and hot spots (XCAT phantom) for 50 iterations and
five TOF values. It is found that for all cases the lowest
values are observed for the TOF greater than 230 ps. For
five out of six cases (excluding hot spot positioned in lungs
- XCAT phantom) the lowest (the best) Q are found for the
TOF = 365 ps and TOF = 500 ps. The TOF = 115 ps obtained
the highest (worse) Q characteristic among all the presented
cases. It is also noticeable that for all the images for 50th

iteration the Q metric reaches the plateau. The same trend
was observed for other scanners.

Taking into account both, the visual inspection and quan-
titative results, the TOF values between 365 ps to 500 ps
could be considered as the optimal kernel width. The shapes
of the metric plots are very similar and preserved for all the
scanners. In the further image quality analysis, we choose to
proceed with the images reconstructed with TOF resolution

equal to 500 ps. Detailed analysis of the TOF kernel width
selection, together with the full set of plots can be found in
the appendix I.

D. Image Quality

1) NEMA IEC phantom: Fig. 12 shows exemplary recon-
structed images of the NEMA IEC phantom for all the
scanners with TOF resolution equal 500 ps (30th iteration). Hot
and cold regions are clearly visible for all the scanners and
could be easily distinguished from the background activity.
The visual inspection of the images obtained with the S1
and S2 indicates that they are characterized by a greater
background noise.

Further analysis were conducted to quantify the CRC, BV,
Q and RMSE metrics for simulated NEMA IEC phantom as
depicted in Fig. 13 and Fig. 14. Only hot spheres are included
in the analysis.

The best CRC values for each hot sphere were observed
for various scanners. The CRC values start to reach the
plateau from about 40th, 30th, 25th and 20th iterations for
spheres with diameter equal 10 mm, 13 mm, 17 mm and 22
mm, respectively. The greater the sphere diameter, the higher
CRC values are observed. Note that the differences between
the CRC values are relatively small (quantified in Fig. 13),
while the CRC uncertainty is mostly similar. Furthermore, the
images obtained from all the scanners have similar background
variability. Quantitative results differ from visual inspection in
terms of the BV metric. The lowest BV is observed for the S4
and S5 scanners. Statistically significant differences are found
between the 7 rings and 3 rings scanners.

Q value shows the best results for the biggest sphere. The
Q metric is dominated by the CRC. The RMSE characteristic
show very small differences (below 2%) between the scanners.
Overall, the CRC, Q and RMSE metrices do not give a
clear evidence on the superiority of any scanner configuration.
However, the BV metric shows advantage of the S4 and S5
scanners over the rest.

2) XCAT phantom: Fig. 15 depicts exemplary reconstructed
images of the XCAT phantom for all the scanners with
TOF resolution equal to 500 ps (30th iteration). As for the
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Fig. 10. Simulated (REF label) and reconstructed XCAT phantom images (TOF label) for five different TOF resolutions for the sagittal (top panel)
and axial (center and bottom panel) views. Center and bottom panel shows the slice through the hot spot in the lungs and liver, respectively. PET
images are overlayed onto CT scans. Given slices are for S5. 30th iteration images are shown. The TOF values indicated in the figures correspond
to the values assumed in the reconstruction. In the simulation the value of about σ=77 ps was used.
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Fig. 11. The Q metric for the NEMA IEC spheres with diameter 10 mm (panel A), 13 mm (panel B), 17 mm (panel C), 22 mm (panel D), and XCAT
phantom for lungs (panel E) and liver (panel F) are given. Five tested TOF values are compared for the S5 scanner.
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Fig. 12. Simulated (REF label) and reconstructed (S1-S5) NEMA IEC images shown in the axial (top panel) and sagittal (bottom panel) view. For
each scanner, the 30th iteration image is shown.

0 10 20 30 40 50
Iteration

0.05

0.10

0.15

0.20

0.25

0.30

0.35

C
R

C

Hot sphere diameter:  10 mm

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.1

0.2

0.3

0.4

0.5

0.6

0.7

C
R

C

Hot sphere diameter:  13 mm

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.1

0.2

0.3

0.4

0.5

0.6

0.7

C
R

C
Hot sphere diameter:  17 mm

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.2

0.3

0.4

0.5

0.6

0.7

0.8

C
R

C

Hot sphere diameter:  22 mm

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.124

0.126

0.128

0.130

0.132

0.134

B
V

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.124

0.126

0.128

0.130

0.132

0.134

B
V

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.124

0.126

0.128

0.130

0.132

0.134

B
V

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.124

0.126

0.128

0.130

0.132

0.134

B
V

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.75

0.80

0.85

0.90

0.95

1.00

1.05

1.10

Q
 =

 |1
-C

R
C

|+
B

V

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.5

0.6

0.7

0.8

0.9

1.0

Q
 =

 |1
-C

R
C

|+
B

V

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Q
 =

 |1
-C

R
C

|+
B

V

S1
S2
S3
S4
S5

0 10 20 30 40 50
Iteration

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Q
 =

 |1
-C

R
C

|+
B

V

S1
S2
S3
S4
S5

Fig. 13. CRC (top row), BV (middle row) and Q (bottom row) metrics for different scanners with the optimal TOF resolutions equal 500 ps. Four hot
spheres with diameters of 10 mm, 13 mm, 17 mm and 22 mm were analyzed.
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Fig. 14. RMSE characteristics for different scanners. Only the region of
the NEMA IEC phantom was analyzed.

NEMA IEC phantom, the visual inspection indicates that the
background noise is greater for the S1, S2 and S3 scanners. It
is particularly visible in the shoulder girdles and in the axial
slices with hot spots in the lungs and the liver. Nevertheless,
there is no visual evidence for improved contrast in any of the
scanners no in the lungs nor in the liver.

A comprehensive analysis of CRC, BV, Q and RMSE
metrics for the reconstructed XCAT images for five scanners
is presented in Fig. 16.

The greatest CRC is observed for the lungs, although
the CRC variation for each ROI among the scanners does
not exceed one standard deviation. Vast discrepancies are
observed for the BV metrics. Here, scanners S4 and S5 shows
statistically significant superiority for both the liver and the
lungs regions over the rest of the scanners. At the same time,
the worst results are found for the scanners with the greatest
radius - S1 and S2. Above mentioned findings are reflected
in the Q metric. As in the case of the BV, the S5 scanner is
characterized by the lowest Q metric for both - the liver and the
lungs. The same trend is observed for the RMSE metric where
the scanner S5 shows an advantage over the results of the other
scanners. This can be clearly observed in the liver region. The
performance of scanners S1 and S2 is significantly worse than
the other scanners. The obtained quantitative results are in
agreement with the qualitative, visual inspection.

IV. DISCUSSION

In the presented study sensitivity profiles for five total-body
J-PET scanners geometries (Table I) were determined. The
peak sensitivity values vary from 20 to 34 cps per kBq, and
are dominated by the differences in the geometrical acceptance
of the scanners. The maximum peak sensitivity of 34 cps per
kBq was found for the scanner S5. This value is slightly
lower than the result reported in our previous study [29],
where for the 200 cm ideal scanner the sensitivity in peak
is equal to 38 cps per kBq. The difference can be explained
by the larger radius of the here investigated setup (41.4 cm
versus 39 cm) and the inclusion of the gaps between rings
and adjacent plastic scintillators. Contrasted with the values

reported for the state-of-the-art TB scanners: uExplorer (191.5
cps per kBq) and PennPET (55 cps per kBq) [10], the J-
PET scanner sensitivity is lower, however, it can be seen as a
significant improvement with respect to the current 16–26 cm
long PET systems [61]. The sensitivity of the J-PET scanner
can be further increased by adding the third, outer layer of
scintillators, which considering the low cost of the plastic
scintillators, makes it an attractive solution.

Small differences between SF are observed for all the
scanners and NEMA IEC phantom. However, once the activity
is more spread in the whole axial FOV (XCAT phantom) the
differences between the scanners S1, S2 and scanners S3, S4,
S5 become more noticeable. The significant discrepancies in
NECR between the scanners were observed. It is caused by the
acceptance difference among the scanners. The obtained values
are given as indicative for phantoms used. The comparison
with external scanners, would require the simulation of the
NECR phantom as discussed in norms [51].

The quantitative analysis of the reconstructed image quality
was based on simulations of NEMA IEC and XCAT phantoms.
The analysis of the reconstructed NEMA IEC phantom images
potentially indicate which J-PET TB scanner geometry can
be treated as optimal. The CRC values are statistically the
same for all the scanners within the estimated uncertainties
(see Fig. 13) and the RMSE-based results (see Fig. 14) do not
offer the discriminative choice. However, the visual inspection
and the differences in BV clearly showed the advantage of S4
and S5 geometries over the other scanners (Fig. 12).

This conclusion is supported by the results from the
XCAT study, which show statistically significant differences
in the image quality among the investigated J-PET geometries
(Fig. 16). As for the NEMA IEC phantom, visual inspection
reveals the superiority of the seven-ring scanners (S4 and
S5) over the three-ring setups (S1, S2 and S3) (Fig. 15). In
particular, the noise level is smaller for the scanners S4 and
S5. This is confirmed by the quantitative results shown in
Fig. 16. BV value for the S5 is found to be the lowest for
both lesions. The CRC values do not give any advantage to a
given scanner. In contrast to the NEMA IEC case, BV values
are of a similar order as the CRC ones. Thus, both BV and
CRC will have similar importance in the Q metric results. For
this case, the Q value indicates the scanners S4 and S5 are the
optimal geometries for a Total-Body J-PET. Additionally, the
RMSE characteristics (for the liver lesions specifically) show
the scanner S5 to best mimic the simulated reference image.

In our study, the simulated scenarios uses the same overall
activity between investigated scanners and the acquisition time
for all the scanners to better reproduce the real conditions. As
consequence, the reconstructed images and calculated metrics
differ in the number of registered coincidences. It is plausible
that the effect of the reduced background variability in the
NEMA IEC and XCAT simulation scenarios is observed for
the scanners with the highest statistics (S4 and S5).

If we focus on the 2γ + γprompt coincidences necessary
for the positronium imaging technique [16], [61], [62], the
estimated S5 scanner sensitivity gain factor is equal to 5 with
respect to the current 2γ PET modalities with a typical axial
FOV of 20 cm. This makes the J-PET TB modality a well-
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Fig. 15. Simulated (REF panel) and reconstructed (S1-S5) XCAT phantom images for five different scanner types for the sagittal (top panel) and
axial (center and bottom panel) views. Center and bottom panel show the slice through the hot spot in lungs and liver, respectively. PET images are
overlayed onto CT scans. For each scanner the 30th iteration image is shown.
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Fig. 16. CRC (first column), BV (second column), Q (third column) and RMSE (fourth column) characteristics for the liver (top row) and lungs
(bottom row) regions calculated based on the reconstructed XCAT phantom images for all five scanners.



12

suited scanner for multi-photon imaging [17], [63].
Note that the presented reconstruction and analysis proto-

cols require further optimization for potential clinical applica-
tion and it is out of the scope of this paper.

A. Limitations

In the image reconstruction process, the sensitivity and
attenuation corrections were included. Image quality could be
further improved by the addition of other correction factors
such as point spread function (PSF) or depth-of-interaction
(DOI) modelling. Indeed, the efforts to develop a dedicated
J-PET system response matrix are ongoing [60]. Also, no
selection criteria of the obliqueness of the accepted line-
of-responses were applied. As it is shown in our previous
study, it could improve the contrast and background of the
reconstructed images. [64]. However, the more accurate system
matrix modelling or application of the obliqueness selection
criteria would improve the overall metric values e.g. contrast,
but would not change the relative trends we observed among
the scanner setups.

In our study, only true coincidences were taken for the
image reconstruction. Further studies must be carried out to
develop the scatter and random correction methods for the J-
PET-based TB scanners.

V. CONCLUSIONS

We performed comparative studies of five realistic, two-
layer TB J-PET scanners, based on the Monte Carlo simu-
lations of the NEMA IEC and XCAT phantoms.

The overall performance was quantified in terms of sen-
sitivity, SF, NECR, CRC, BV, Q and RMSE metrics. The
results show the feasibility of all the systems to be considered
for the next generation TB J-PET designs. The analysis of
both, NEMA IEC and XCAT simulation results in terms of
the quality metrics together with the visual inspection of the
reconstructed images point towards the scanner setup S5 (7
rings scanner depicted in Fig. 4) as the optimal design for the
final project.

It can be concluded that the image quality increases for the
higher sensitivity scanners and it is manifested mainly in the
lower background variability values due to the higher statistics.
A similar effect was observed in the analysis of the data from
the uExplorer TB PET scanner [58].

The obtained sensitivity makes the J-PET TB modality a
well-suited scanner for positronium imaging [17]. The enumer-
ated properties together with its cost-effectiveness makes the J-
PET technology an attractive solution for the broad application
in clinics.
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“Optimisation of the event-based tof filtered back-projection for online
imaging in total-body j-pet,” Medical Image Analysis, vol. 73, p. 102199,
2021.
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[46] S. Niedźwiecki, P. Białas, C. Curceanu, E. Czerwiński, K. Dulski,
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APPENDIX I
ESTIMATION OF THE OPTIMAL TOF KERNEL

In this appendix we discuss the selection of the optimal
shift-invariant, gaussian TOF kernel width, which was used
during the image reconstruction process. The CASToR soft-
ware provides the possibility to use the shift-invariant TOF
kernel only. This approach can be sub-optimal, especially
while dealing with the large FOV scanners, where the kernel
shape can change significantly in the axial direction [60]. Due
to the peculiarity of the J-PET scanner, the optimal width of
the shift-invariant Gaussian kernel should be larger than the
one determined by the nominal TOF resolution, because of the
additional uncertainty of the hit registration position along the
axial direction of the strip that effectively smears the overall
TOF resolution. Therefore, we performed an investigation to
choose the optimal shift-invariant Gaussian kernel width.

A. Distributions as functions of TOF kernel width
Quantitative analysis of the TOF influence on the image

quality for the NEMA IEC phantom is shown in Fig. 17 and
Fig. 18 where CRC, BV, Q and RMSE metrics are calculated
for each scanner and TOF for the 50th iteration. The CRC
for the NEMA IEC phantom achieves the plateau starting
from the TOF = 365 ps. The trend is visible for all the
scanners and four ROIs. The CRC values decrease slightly
for the TOF = 750 ps with respect to the TOF = 365 ps and
TOF = 500 ps. However, the uncertainties analysis shows that
there is no difference in contrast between the images obtained
with TOF = 365 ps, TOF = 500 ps and TOF = 750 ps for
each scanner. On the other hand, the BV values increase and
reach the maximum for the TOF = 365 ps and after that
decrease again. Considering the uncertainties, the BV values
are equal within one standard deviation for the S4 and S5 for
TOF = 230 ps and TOF = 365 ps.

Looking at the Q characteristics it could be found that for
three TOF values of 365 ps, 500 ps and 700 ps, the results are
similar and Q is lower than for 230 ps and 115 ps. However,
it has to be clarified to the Reader that CRC values are much
higher and thus they dominate the Q metric (see Eq. 8). The
greater the ROI is, the more significant influence of CRC on
Q is noticed. It is also seen when uncertainties are considered,
there are no significant differences between Q metric for the
images reconstructed with the three greatest TOF. The RMSE
results are consistent across all the scanners. The best (lowest)
values are observed for TOF = 230 ps. It is also found that the
scanners with greater axial FOV (S4 and S5) obtained slightly
worse results with respect to the other scanners. This might be
an effect of the acceptance of more oblique LORs compared
to the other scanners.

Complementary results for the XCAT phantom are also
presented in Fig. 19. Here, the analysis for two regions was
performed: lungs and liver. The CRC characteristics varied
between the two regions. For the lungs, it is found that
the greatest contrast is achieved for the TOF = 500 ps and
TOF = 750 ps. Contrary, for the liver ROI, the CRC plateau
is visible starting from the TOF = 365 ps. For lower TOF
resolutions, the CRC is decreasing. However, considering
the uncertainties, for the lungs images reconstructed with
TOF = 500 ps and TOF = 750 ps have statistically the same
CRC values. For the liver also TOF = 365 ps do not show
any statistical differences with respect to the images obtained
with TOF = 500 ps and TOF = 750 ps. The BV characteristic
also vary between the regions. In general, the greater TOF
resolution, the higher BV is found for the lungs. Statistically
different BV metrics are observed for all TOFs. The level
of the BV values is similar to the CRC which makes the
Q value more affected by both values. It is found that for
that case, the Q metric is the best for the TOF = 500 ps for
all scanners and statistical difference is proven. On the other
hand, for the liver ROI, an almost constant BV level (0.1-0.2
for all scanners) is observed starting from the 365 ps. Here,
the Q metric is dominated by the CRC and the best values are
observed for the images reconstructed with the TOF = 500 ps
and TOF = 750 ps. However, once the uncertainties are
considered images with TOF greater than 115 ps revealed
the same Q statistics. Significantly different behaviour of the
RMSE between lungs and liver is observed. The minimum for
TOF = 230 ps is found for the liver ROI whereas the increasing
trend (with an increased TOF resolution) is observed for the
lungs for all the scanners.

B. Q metric distributions as functions of iteration and
TOF kernel width

The Q metric distributions as a function of iteration and
applied TOF kernel width value are presented for four scanners
(S1-S4). The corresponding plot is shown in Fig. 11.

In the all cases the TOF values between 365 ps to 500 ps
could be considered as the optimal kernel width. The shapes
of the metric plots are very similar and preserved for all the
scanners.
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Fig. 17. CRC (top panel), BV (middle panel) and Q (bottom panel) metrics for TOF resolutions 115 ps, 230 ps, 365 ps, 500 ps and 750 ps and hot
spheres diameters of 10 mm, 13 mm, 17 mm and 22 mm (from left to right). Metrics were calculated based on the images from the 50th iteration.
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Fig. 19. CRC (first column), BV (second column), Q (third column) and RMSE (fourth column) metrics for different TOF resolutions 115 ps, 230 ps,
365 ps, 500 ps and 750 ps for liver (top panel) and lungs(bottom panel) calculated from the reconstructed XCAT phantom image. Metrics were
calculated based on the images from the 50th iteration.
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Fig. 20. The Q metric for the NEMA IEC spheres with diameter 10 mm (panel A), 13 mm (panel B), 17 mm (panel C), 22 mm (panel D), and XCAT
phantom for lungs (panel E) and liver (panel F) are given. Five tested TOF values are compared for the S1 scanner.
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Fig. 21. The Q metric for the NEMA IEC spheres with diameter 10 mm (panel A), 13 mm (panel B), 17 mm (panel C), 22 mm (panel D), and XCAT
phantom for lungs (panel E) and liver (panel F) are given. Five tested TOF values are compared for the S2 scanner.
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Fig. 22. The Q metric for the NEMA IEC spheres with diameter 10 mm (panel A), 13 mm (panel B), 17 mm (panel C), 22 mm (panel D), and XCAT
phantom for lungs (panel E) and liver (panel F) are given. Five tested TOF values are compared for the S3 scanner.
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Fig. 23. The Q metric for the NEMA IEC spheres with diameter 10 mm (panel A), 13 mm (panel B), 17 mm (panel C), 22 mm (panel D), and XCAT
phantom for lungs (panel E) and liver (panel F) are given. Five tested TOF values are compared for the S4 scanner.
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