
DOI 10.1515/bams-2013-0106      Bio-Algorithms and Med-Systems 2014; 10(1): 1–7

Artur Słomski*, Zbigniew Rudy*, Tomasz Bednarski, Piotr Białas, Eryk Czerwiński, Łukasz 
Kapłon, Andrzej Kochanowski, Grzegorz Korcyl, Jakub Kowal, Paweł Kowalski, Tomasz Kozik, 
Wojciech Krzemień, Marcin Molenda, Paweł Moskal, Szymon Niedźwiecki, Marek Pałka, 
Monika Pawlik, Lech Raczyński, Piotr Salabura, Neha Gupta-Sharma, Michał Silarski, Jerzy 
Smyrski, Adam Strzelecki, Wojciech Wiślicki, Marcin Zieliński and Natalia Zoń

3D PET image reconstruction based on the 
maximum likelihood estimation method  
(MLEM) algorithm

Abstract: A positron emission tomography (PET) scan 
does not measure an image directly. Instead, a PET scan 
measures a sinogram at the boundary of the field-of-
view that consists of measurements of the sums of all 
the counts along the lines connecting the two detectors. 
Because there is a multitude of detectors built in a typi-
cal PET structure, there are many possible detector pairs 
that pertain to the measurement. The problem is how 
to turn this measurement into an image (this is called 
imaging). Significant improvement in PET image quality 
was achieved with the introduction of iterative recon-
struction techniques. This was realized approximately 
20  years ago (with the advent of new powerful com-
puting processors). However, three-dimensional imag-
ing still remains a challenge. The purpose of the image 
reconstruction algorithm is to process this imperfect 
count data for a large number (many millions) of lines 
of response and millions of detected photons to produce 
an image showing the distribution of the labeled mol-
ecules in space.

Keywords: image reconstruction; positron emission 
tomography.

*Corresponding authors: Artur Słomski and Zbigniew Rudy, Faculty 
of Physics, Astronomy and Applied Computer Science, Jagiellonian 
University, 30-059 Kraków, Reymonta 4 Street, Poland,  
E-mail: artur.slomski@gmail.com; zbigniew.rudy@uj.edu.pl
Tomasz Bednarski, Piotr Białas, Eryk Czerwiński, Grzegorz Korcyl, 
Jakub Kowal, Tomasz Kozik, Wojciech Krzemień, Paweł Moskal, 
Szymon Niedźwiecki, Marek Pałka, Monika Pawlik, Piotr Salabura, 
Neha Gupta-Sharma, Michał Silarski, Jerzy Smyrski, Adam 
Strzelecki, Marcin Zieliński and Natalia Zoń: Faculty of Physics, 
Astronomy and Applied Computer Science, Jagiellonian University, 
Kraków, Poland
Łukasz Kapłon: Faculty of Physics, Astronomy and Applied 
Computer Science, Jagiellonian University, Kraków, Poland; and 
Faculty of Chemistry, Jagiellonian University, Kraków, Poland

Andrzej Kochanowski and Marcin Molenda: Faculty of Chemistry, 
Jagiellonian University, Kraków, Poland
Paweł Kowalski, Lech Raczyński and Wojciech Wiślicki: Swierk 
Computing Centre, National Centre for Nuclear Research,  
Otwock-Swierk, Poland

Introduction
Positron emission tomography (PET) is a fully developed 
technology used for medical imaging and its importance is 
still rapidly increasing. There is an established appreciation 
of the significance of the functional information (as opposed 
to anatomical obtained, e.g., via X-ray examination) that is 
provided by PET, in particular its value for the purpose of 
medical diagnosis and monitoring therapy response. The 
essential task in PET is to reconstruct a source distribution, 
that is, to obtain an accurate image of the radioactivity dis-
tribution throughout the patient. This is done in order to 
extract metabolic information about the patient’s body. PET 
imaging is unique in that it shows the chemical function-
ing of tissues in vivo, whereas common imaging techniques, 
such as X-ray, show the structure of tissues.

The method is as follows: the chosen molecule 
(ligand) is labeled with a radioactive atom (i.e., a radi-
otracer is substituted) and a certain amount of the labeled 
molecules is administered to the patient. The choice 
depends on the metabolic process of interest. The labeled 
molecules follow their specific biochemical tracts inside 
the patient’s body. The radioactive atoms (or rather 
their nuclei) used as labels are unstable β+ emitters and 
undergo radioactive decay at random directions, leading 
to the emission of positrons. A positron emitted during 
the radioactive decay process annihilates with an elec-
tron in tissue and as a result a pair of gamma quanta is 
emitted. The two gamma quanta fly back-to-back, that is, 
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in opposite directions and can be recorded outside the 
patient’s body by scintillation detectors.

Every detected pair of quanta forms a line of response 
(LOR). Austrian mathematician Johann Radon [1–3] 
proved that if such projections are sufficiently numerous, 
radiation intensity can be reconstructed (this problem 
is well posed). However, the solution does not have a 
closed-form expression. Numerical methods are required. 
Currently, the present approach consists of iterative algo-
rithms derived from the maximum likelihood estimation 
method (MLEM).

The naïve reconstruction algorithm used to calcu-
late the radioactivity distribution from the projections is 
based on counting activity. The algorithm adds activity 
for each pixel along an LOR detected by a detector pair. 
The process is repeated for all measured LORs, resulting in 
an image (discretized distribution of radiation intensity) 
of the original object. This reconstructed image contains 
streak artifacts and is blurred.

Two-dimensional imaging
Two-dimensional (2D) PET imaging considers only LORs 
lying within a specified imaging plane. The LORs are 
organized into sets of projections, that is, line integrals 
are calculated for all r values for a fixed direction ϕ (see 
Figure 1). The collection of all projections as a 2D function 
of r and ϕ forms a sinogram in (r, ϕ) representation. The 
measured counts in the projection sinogram correspond-
ing to the calculated r are added to the (x, y) pixel in the 
reconstruction matrix. This is repeated for all projection 
angles (Figure 1).

It is possible to reconstruct a whole 3D volumetric 
object by repeating 2D data acquisition for multiple axial 
(in z direction) slices, although the procedure is tedious. 
When the sinogram for each value of z is reconstructed, 
the image planes can be stacked together one after the 
other to form a three-dimensional (3D) image. Although 
this can be considered as a form of 3D imaging, it is 
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Figure 1 Schematic diagram of PET. Two gamma rays emitted as a result of positron annihilation are detected by two detectors.
The lines connecting the detectors (left are described by coordinates (r, ϕ) and are represented on the sinogram (right).

Figure 2 Flow chart of the iterative image reconstruction method.
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Figure 3 Algorithm convergence proof.
Horizontal, that is, abscissa axis: number of iterations. Vertical, 
that is, ordinate axis: value of structural similarity metric (SSIM; it 
measures the spatial correlation between the pixels of the reference 
and test images to quantify the degradation of the structure of an 
image, the SSIM value is equal 1 only if two images are identical in 
considered pixels [6]).

Figure 4 The shape of the original image (phantom).

Three-dimensional imaging
Fully 3D measurements require more storage of data. As 
a result, reconstruction becomes more computationally 
intensive. The solution is to use iterative methods such as 
the MLEM.
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Figure 5 Reconstruction image shown for section at z = 5, that is, through the square base of the phantom.
Number of iterations: 20 and 50.

different from the 3D acquisition model described in the 
following section. There is a handful of effective 2D itera-
tive procedures for imaging [4].
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Figure 6 Reconstruction image shown for section at z = 5, that is, through the square base of the phantom.
Upper left and lower left part of the figure: result after 300 iterations. Upper right and lower right part of the figure: how the ideal image 
reconstruction should look like is presented.

The diagram in Figure 2 shows the basic procedure 
for using an iterative algorithm. The initial estimate of the 
image in an iterative algorithm is usually a uniform distri-
bution. The projections are computed from the image and 
compared with the measured projections. If there is a dif-
ference between the estimated and measured projections, 
corrections are made to improve the estimated image, and 
a new iteration is performed to assess the convergence 
between the estimated and measured projections. Itera-
tions are continued until a reasonable agreement between 
the two sets of projections is achieved. The MLEM recon-
struction is given as [5]:

1
m

ijk
j m m ki

ij ij ji j

Ck
C C

λ
λ

λ

+ = ∑
∑ ∑

where
k
jλ  – value of reconstructed image at the pixel j for the 

k-th iteration,
k – iteration number,
j – pixel number,
i – the bin number of the projection,

Cij – probability of detecting an emission from the 
pixel j in bin i of the projection.

In 3D PET imaging, all LORs are acquired in addition to 
lying on oblique imaging planes. A fully 3D mode is used 
to increase sensitivity (by means of increasing the number 
of measured LORs) and thus to lower the statistical noise 
associated with photon counting improving the signal-to-
noise ratio in the reconstructed image. In 3D reconstruction, 
the projection coordinates must be expanded for another 
dimension to transform the LOR from (x, y, z) coordinates.

One method to represent a projection for 3D recon-
struction (i.e., to label the bins in which measured LORs 
are counted) is to use the coordinate system of the projec-
tion (r, θ, ϕ, sign wekx, sign weky, sign wekz) where:

r – distance from the origin of the coordinate system,
θ – angle between the LOR and the positive half of 

axis OZ,
ϕ – angle between LOR projection onto the xy plane 

and the negative half of axis OX,
sign wekx – sign of a component x of distance vector r,
sign weky – sign of a component y of distance vector r,
sign wekz – sign of a component z of distance vector r.
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Figure 7 Reconstruction image shown for section at z = 6 of the phantom.
Number of iterations: 20, 50, 300. The walls and the central rod of the phantom are reconstructed in a very good manner. Additionally (the 
plot entitled “original”), how the ideal image reconstruction should look like at z = 6 is presented.
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The algorithm implemented with the coordinate 
system of the projection is convergent, as shown in 
Figure  3, which represents the comparison of images by 
the structural similarity (SSIM) method depending on the 
number of iterations (it should be noted that the algorithm 
works well even though the bins in the projection space 
are not uniquely described).

Results
Here, examples of algorithm results are shown. Figure 4 
presents the original object, that is, the phantom. It is 
assumed that the phantom radiates uniformly (Monte 
Carlo simulations were used in order to obtain 100 
million LORs). The phantom forms a cylinder placed 
between two square bases. The bases are slightly larger 
than the cylinder ring (Figure 4). The cylinder is empty 
inside with the central rod of the rectangular section 
connecting the bases. The cylinder is placed in 3D space 
with the bases parallel to the xy plane. Figures 5–7 show 
the results of the imaging algorithm after 20, 50, and 300 
iterations, proving convergence. In fact, the structure 
of the phantom is reproduced by the imaging algorithm 
that is steered by simulated data. Cross-sections at dif-
ferent levels of the z coordinate for the reconstruction 
image are shown, for 2D sections parallel to the xy plane 
(Figure 6) for z = 5, that is, the section goes just through 
the square basis of the cylinder (Figure 7) for z = 6, the 
section shows the walls of the cylinder and the rod in 
the center.

Conclusions
The presented version of the 3D image reconstruction 
algorithm, even though it describes the bins of the pro-
jection space only approximately (projection space 
stores information about accumulated LORs), works very 
well. Further, it quickly reaches an advanced degree of 
convergence.

With regard to statistical reconstruction methods, the 
success of the presented algorithm enables us to state that 
statistical reconstruction methods seem to be a reasonable 

choice. Many assumptions about the noise can be made, 
but for the emission data the Poisson model (with regard 
to properties of distribution of emission) seems to be most 
adequate.

An appealing feature of the presented iterative 
(update) equations is that the positivity constraint is 
automatically fulfilled (in the reconstructed image, its 
pixels in the radiation space should not have an intensity 
value  < 0). It should be noted that the presented algorithm 
is very resistant in the case when part of the gamma detec-
tors, for any reason, is off; only LORs that were measured 
influence the result of the algorithm; signal-to-ratio may 
suffer, but no artifacts are formed.

It is often claimed that expectation maximization 
methods have drawbacks, such as noisy images are 
obtained from over-iterated reconstructions (an over-iter-
ated reconstruction may happen if the unwieldy stopping 
rule is used). However, this version of the expectation 
maximization based algorithm is free from such unwanted 
activities.
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